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Editors Note

The Defense Advanced Research Projects Agency (DARPA) initiated
the VELA Research Program in 1959 in response to a national need for
development of a scientific basis for monitoring nuclear testing in all en-
vironments. From program inception, DARPA has developed the technical
basis for all U.S. test ban treaty negotiations. The current focus of the
program is aimed at improving capability to monitor underground nuclear
explosions.

On the occasion of tl' "wenty-fifth year of the VELA Program, a
special review meeting %, As neld to assess progress in the program
throughout its history, to review the state-of-the-art in key areas, and
to identify potential new improvements. This special volume com-
memorates the twenty-five years of the N _LA Program. It includes talks
and papers presented at the DARPA Review meeting and additional con-
tributions of significance.

I would like to express appreciation to the authors for their coopera-
tion and time taken for careful reading of the draft articles. Special thanks
are due to several individuals for their efforts. George Duffin and his staff
at Teledyne Geotech prepared two volumes of abstracts and materials for
the special review meeting. Nancy Davis and her staff at Science
Applications International Corporation typed all the manuscripts for this
book.

Special acknowledgement is due to Dianne Carlson and her staff at
Executive Graphic Services who redrew all the artwork and typeset the
endre book. Without Dianne's tireless efforts and dedication, this volume
would not be possible.

Ann U. Kerr
Editor
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Throughout the history of the VELA Nuclear Monitorin Research
Program, many indiduals from nmerous academic institution, indstriail
research groups, and government agencies have made major contrbu-
tions to its success. There are two who have been instrumental, each
in his own way, helping estblis and shape the program through its various
phases.
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Carl F. Romney

Carl Romney has been uniquely involved in every facet of the VELA
and DARPA programs since their beginning and continues his close in-
volvement as Technical Director of the Center for Seismic Studies. He
was a member of the United States Delegation to the 'Conferenca of
Experts to study the " Possibility of Detecting Violations of Possible
Agreement on Suspension of Nuclear Tests' in 1958. He was also a
member of the Berkner Panel. These were two landmark efforts to con-
sider international monitoring of nuclear testing and the scientific and
technical issues related to moritoring. In both these roles he was in-
strumental in formulating the concepts, goals and requirements for a na-
tional program in nuclear monitoring, the catalyst for the VELA program.
During a period of rapid and frequent changes in global nuclear testing
he served as an Assistant Technical Director of AFTAC and provided
the essential scientific leadership instrumental in shaping its organiza-
tional character emphasizing technical and analytical expertise. At the
urging of ARPA, he served as the First Director of the VELA
Seismological Center.. establishing it as a strong technical force during
its more than twenty years in the VELA program. Throughout his career
he has served as a member of or Senior Technical Leader of every ma-
jor United States test ban treaty negotiating delegation.

As Deputy and then Director of the Nuclear Monitoring Research
Office at DARPA, his leadership in the field continued to set high stan-
dards of scientific excellenix and champion the research program, especial-
ly in periods of budget uncertainties. In his role as Deputy Director for
Research at DARPA he continued his interest in and support of basic
research, highlighting the need for and strengthening the place of basic
sciences within the. Department of Defense.

During his federal career he received numerous awards and com-
mendations. He is specially distinguished having been one of the first
to receive the award of Presidential Executive.
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William J. Best

Bil Best's contributions are many and unique and impossible to catalog
here. His first career spanned twenty years as an Air Force Officer from
which he retired as a Colonel in 1964. His second career as a Program
Manager in the Air Force Office of Sdentific Research also spanned twenty
years. In both these careers he has received numerous citations and
awards recognizing his contributions. He is one of the very few persons
in the country who have been associated with the DARPA Research Pro-
gram since its inception. In his various roles he has helped the science
of seismology with his sponsorship of university research and the many
scientists he funded and guided through the years.

The strong academic component of the VELA program and its em-
phasis on fundamental research is a hallmark of the program and of Bill's
involvement and personal philosophy. Bill's management and foresight
provided university scientists with facilities to advance seismology from
a 'sleepy little science' in the 1950's to the dynamic field it is today; in
its evolution influencing a broad spectrum of solid earth geophysics.
Throughout the years, he provided key support at the university level
to encourage and maintain a critical mass of fundamental research in solid
earth geophysics. Two generations of seismogists were guided and sup-
ported through his efforts. Beyond the contributions of the university
research program to nuclear test ban monitoring are the many careers
in seismology fostered by Bill. Two generations of seismologists were
guided and supported through his efforts. Many of today's key resear-
chers in the field began and continued their individual careers as a result
of Bill's stewardship.

It is not only what Bill has accomplished but how. His many ac-
complishments are well known but what is most cherished about Bill is
his personal and unique style. Even in retirement from his second career
he maintains strong ties with the program and his former "kids", a
privileged title, indeed.
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Foreward

The International Conference of Experts meeting in Geneva in 1958
explored a number of methods for monitoring a proposed suspension of
nuclear testing and recommended a global control system for this pur-
pose. Following this conference, and in the ensuing negotiations, it became
quickly apparent how little was understood about the problems such a
verification system would present. 1o remedy this situation, President
Eisenhower formed a special Science Advisory Committee to review these
proposals and to give recommendations on a broad range of issues con-
cerning the capability to detect and identify nuclear explosions. One recom-
mendation adopted by President Eisenhower, and given the highest
priority, was the establishment of a comprehensive research effort to
'provide z full'understanding of both the capabilities of presently pro-
posed nuclear detection systems and the potential for improvements in
such systems.' The newly formed Advanced Research Projects Agency
within the Department of Defense was given the responsibility for develop-
ing this program. On 18 September 1959, ARPA Order Number 102 was
signed providing funding to the U.S. Air Force for research in nuclear
test monitoring technologies. Thus began project VELA. Other Orders
followed quickly to the Atomic Energy Commission, the U.S. Coast and
Geodetic Survey and the National Aeronautics and Space Administration.
The incipiant VELA Program turned early to the National Academy of
Sciences for assistance in mobilizing the U.S. academic geophysical con-
runie behind this effort. The continued funding by DARPA to this pro-
ject over the twenty-five years that we now celebrate ;is profoundly
changed the course of seismology and geophysics in both tnis country
and around the world. Indeed, numerous present-day concepts about the
constitution and dynamic processes of the earth owe their origins to this
program.

Many of the papers in this review ploL the course of steady
improvements in the nuclear test detection field. Initial hopes for quick
technological sob:tions to the overall verification problem for use in the
Comprehensive Test Ban negotiations in the early 1960's proved
unreachable. However, the program has served the country extremely
well by providing the fundamental tecimical basis of the current U.S.
nuclear monitoring system as well as supplying the sound technical ad-
vice necessary in the ensuing nuclear test ban negotiations. The idealism
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and dedication to this project by the current generation of researchers
is no less than those at the founding.

Much thanks goes to the participants in this review for their efforts
in summarizing the state of the VELA research. Ms Ann Kerr must be
particularly singled out for her organization and planning of the twenty-
five year review and her commitment to produce a first class document.

Dr. Ralph W. Alewine, IMl
Defense Advanced Research
Projects Agency
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A Review of Test Ban Research

Dr. Ralph W. Alewine, III

Within the DOD, the responsibility for these research and develop-
ment activities to improve national capabilities to detect, identify, and
determine characteristics of foreign nuclear explosions has been assigned
to the Defense Research Projects Agency (DARPA). DARPA's charter
includes responsibility for basic research and development to solve fun-
damental problems of nuclear test monitoring, as well as providing scien-
tific support to U.S. arms control activities.

In recent years, the emphasis of verification research has been on
improving the capability to detect and identify underground nuclear tests
and on determining their yields. Currently, seismological methods are
the primary means for the detection of such tests and the determination
of yield. Other remote sensing means are likely to play a critical role
by providing corroborating evidence of a treaty violation. Therefore,
surveillance by, for example, satellite photography certainly would make
clandestine testing more difficult. Under a comprehensive test ban
treaty, it will be necessary to verify compliance in all environments: that
is, in the atmosphere, in space, and in the oceans. Unlike underground
nuclear tests, there is the additional problem of unambiguously attributing
a detected nuclear explosion to the responsible nation.

A key point is that the verification of any nuclear test limitation agree-
-nt must be based on solid technical grounds. From a monitoring

perspective, it is especially important that this technical foundation be
estabfished either before or concurrent with consideration of such
agreements. Developing the foundations for verification technology ex
post facto can lead to serious difficulties.

As a case in point, the Threshold Test Ban Treaty was negotiated
with the Soviet Union in 1974 and set a 150-kiloton limit on the max-
imum size of underground nuclear explosions. Some provisions were made
in the protocols of the treaty for the exchange of geophysical data and
yields of two calibration explosions to aid in the monitoring of this
treaty. Since the only practical way to estimate the yield of Soviet
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underground nuclear tests at that time were seismological techniques,
it fell to this method to serve a. the primary monitoring tool. Prior to
this time, U.S. policy was specifically aimed at seeking a Comprehen-
sive Test Ban Treaty and, therefore, research on developing the
methodology to achieve the level of yield accuracy required was a relatively
neglected research area. As a result, the research base was insufficient
to anticipate the yield estimation problems which subsequently have arisen
with monitoring this treaty.

As a result of an intensive research effort, the technology and scientific
basis for monitoring the Threshold Test Ban Treaty has advanced con-
siderably since the time the treaty was negotiated. Our understanding
about the processes which affect yield estimation has increased and ad-
ditional measuremen -chniques have been developed which can be
used for on-site verification of the yields. Improvements to our monitor-
ing techniques have been made and are continuing. However, these
unilateral improvements to the current methods are inherently limited
by the lack of sufficiently complete and reliable geophysical and other
information concerning the Soviet nuclear test sites. If the uncertainties
in our yield estimates are to be significantly reduced, more direct infor-
mation is needed than is currently available, or is specified for exchange
in the current treaty protocols.

The Soviets and others in this country have suggested that adequate
verification of the TTBT will result from the exchange of the data called
for when the treaty is ratified. Unfortunately, these data will be of limited
use unless they can be independently verified. Even if these data were
verified, they would not provide the required information to achieve the
yield accuracies for other large tests.

In the Comprehensive Test Ban Treaty (CTB'O talks of 1977 through
1980, the discussions focused on three verification measures which would
be placed into operation to supplement the national technical means of
each country. These were:

- a network of seismic stations and arrays in the U.S., the U.K.,
and in the Soviet Union, specifica]y designed for treaty monitor-
ing purposes;

- a system of International Seismic Data Exchange which would
draw upon the work of the Conference on Disarmament; and,

- a provision for limited on-site inspections.

Since the CTBT talks were suspended, research has continued to
develop the technology base in each of these three general areas. Most
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of the recent efforts in on-site inspection technology have been under-
taken by the Department of Energy national laboratories.

In a comprehensive or very low yield test ban situation, as we shall
see, there would be inherent risks in relying on seismological techniques
to provide definitive eidence of a concealed underground nuclear ex-
plosion. It must be emphasized that seismological methods, by
themselves, may not be able to provide suffiiently conclusive evidence
of a carefully concealed nuclear test. However, the seismological data
can be used very effectively to quicldy detect and locate suspicious events
so that other verification methods can be focused on them.

The fundamental technical basis for monitoring underground nuclear
explosions has not changed dramaticaly over the past decade. The con-
cepts umderlying the detection and identification of explosions and the
techniques which can be used to attempt to evade detection and iden-
tification remain generally as thcy were iescribed in some detail in the
mid-1970's However, there have been some important changes in
capability resulting from steady progress in our research program in
geophysics and explosion seismology. We now have a more complete
understanding of the nature of explosions and earthquakes as sources
of seismic signals, as well as the effect of the earth's structure on the
propagation of these signals.

Most of the research emphasis before 1980 was on methods for detec-
ting, identifying, and characterizing explosions from seismic signals col-
lected at long ranges. These are primarily the signals which we can record
with existing ational technical means (NTM) based on seismic stations
outside the USSR, With agreement in principle during the CTBT talks
to establish seismic stations on Soviet territory, research has been
redirected toward methods based on the use of data collected at regional
distances (that is less than 2,OJ kin) from events of interest. Signals
from these shorter distances turn oit to be much more cojapnicated than
those from the longer ranges, but they can be exploited for the detec-
tion of much smaller events. It is these complicated signals that we must
use from stations inside tte Soviet Urion under a nuclear test ban
treaty. One of the key topics for research is development of robust tech-
niques to identify explosion-like events using tlese regional signals. Sirce
the character of these signals depends on each specific region, this
resea:ch is handicapped by the lack of adequate data from the Soviet
Union,

The most dramatic improvements in seismic monitoring capabilityhave been in two major areas: (1) data collection capabilities, that is, im-
proved seismic instrumentation, eectonics, 'and high dani range diitay

data recording; and (2) development and implementation of automated

...- U- _ . ._'. . . .. . ._ J - . . ... .
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and more powerful data processing techniques. In reviewing this pro-
gress, a highlight is the development of ultra-sensitive seismometers with
extremely great resolution and low noise electronics.

The shift to high quality digital data collection has made it possible
to automate much of the data processing, and therefore to handle the
large volumes of data that will be required with consisteat procedures.
The capability for automated processing and data analysis is still at a
relatively early stage of development, but is being improved and
demonstrated at the DARPA Center for Seismic Studies in Arlington,
Virginia.

This promising new technology is being exploited as quickly as
possible. Improved sensors developed in this program have been incor-
porated by the Department of Energy into engineering prototypes of
seismic stations which could be used inside the Soviet Union or elsewhere.
A network of these stations has been deployed in the U.S. and Canada
for test and evaluation purposes. The digital data from these stations
are broadcast directly by satellite to the DARPA Cei-,er, where they
are used to test the automated data handling methods under develop-
ment. The ability to handle the large volumes of data from a network
of stations inside the Soviet Union is reasonably advanced. In addition,
this development is providing a thorough evaluation of the prototype
seismic sensor systems.

Under the auspices of the Conference on Disarmament (CD) work
has continued on the development of methods for "International Seismic
Data Exchange." The concept is to collect, organize, and make available
seismic data voluntarily submitted by existing seismic stations at many
locations around the world. These data could be used by countries that
do not possess sophisticated National Technical Means to monitor for
major treaty infractions, and they could supplement U.S. monitoring
systems in certain remote areas. With the support of the DOD research
program, the U.S. has been very active in the development, specifica-
tion, and testing of procedures that could be used for these purposes.
We have undertaken a number of technical initiatives within the CD to
improve the overall global monitoring capabilities and to introduce ad-
vanced technical methods into the proposed international system.

With the firm backing of the U.S., the CD undertook last fall a two-
month test of elements of the proposed system. Altogether, more than
37 counties took part, contributing data from almost 80 globally distributed
seismic stations. Prototype International Data Centers were established
in Washington, Stockholm, and Moscow to receive and analyze data from
the network and to distribute the results to all participants. The
Washington International Data Center used the facilities of the DARPA
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research center and made extensive use of the automated data acquisi-
tion and processing methods developed for monitoring purposes. An
evaluation of this test is now underway by the CD, but it is clear that
a number of deficiencies must be corrected and the overall technology
upgraded before such a system can play any meaningful role in a nuclear
test ban situation.

During this international data exchange experiment, a number of
nuclear explosions in the Soviet Union, French Polynesia, and the U.S.
were detected and reported by participating stations, and locations and
nmagnitudes were determined by the Washington and Stockholm data
centers. However, the Soviet Union limited its participation to a single
seismic station and, contrary to the agreed procedures, withheld data
from all Soviet nuclear tests. Such actions reinforce the long-held U.S.
position that any verification arrrnngezaent foi seismic installations inside
the Soviet Union must have the provision for direct access to the data
produced by those stations.

It has been known for some time that special measures might have
to be employed to achieve effective monitoring in the Kurile-Kamcliatka
area of the Soviet Union. This is an area of concentrated military ac-
tivities, as well high seismic activity, and thus an area where vasion
must be considered a possibility. One promising approach for improving
the monitoring capabilities in this area was to implant seismic sensors
deep beneath the sea bed in international waters in the northwest Pacific.
The technology in instrumentation, marine engineering, and deep sea
drilling has only recently been developed to a point where such a challeng-
ing project could be undertaken. An experiment was successfully con-
ducted, using the drill ship Giomar Challenger to implant the sensors
and recording systems, to demonstrate that effective monitoring data
could be obtained from carefully chosen sites in the deep ocean. The
results of this experiment open large new areas of the world, previously
considered inaccessible, to installation of high quality monitoring stations.

A highly promising development in the research program has been
the design and testing of a prototype advanced seismic array. This new
array, called NORESS, offers the potential of providing much greater
sensitivity for signal detection than any existing station. It also provides
valuable information to help locate events. The superiority of such in-
stallations for the detection and identification of low-magnitude events
in a test ban context is evident. After several years of design and ex-
perimentation in cooperation with scientists in Norway, the prototype
NORESS array began operation in a research mode earlier this year in
southern Norway, an area which is thought to be geologically similar to
the western part of the USSR. This seismic research station, which is
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the most advanced in the world, has been specially designed to detect
and locate signals of higher frequency which propagate in the regional
distance range. Initial indications are that NORESS can achieve about
an order of magnitude improvement in signal detection capabilities in the
regional range of interest. A very preliminary analysis indicates that the
regional array has a detection threshold in the 2.5 to 3.0 magnitude range
for certain regional paths extending into the Soviet Union. A full evalua-
tion and exploitation of these results is underway.

Within the past decade, the research program has included a major
effort to maintain and improve the global seismic monitoring capabilities
and to provide a high quality data base for research and technique develop-
ment. Eighteen advanced seismic observatories have been installed around
the globe and other existing stations equipped with improved digital equip-
ment. In addition, we have supported several international cooperative
efforts to improve the available global data base for research purposes,
including efforts with Australia and the Peoples Republic of China.

One mijor objective of the research efforts discussed thus far has
been to reduce the threshold for signal detection to as low a level as
possible. This is the area ir± which the research program has been most
successful. For example, if the monitoring objective is to detect all nuclear
tests as small as one kiloton or more, it now appears that a detection
threshold of about magnitude 2.5 is required. At the present time, we
have insufficient information about the geophysical characteristics of the
Soviet Union to determine with any certainty the exact number and place-
ment of seismic monitoring installations which would be necessary to
achieve such a monitoring goal. Only rough estimates, based on imprecise
assumptions, can be made.

In any case, a requirement for monitoring large portions of the
entire Soviet Union at this level would be a formidable task in data
processing and analysis because of the very large number of natural events
of this size which occur. At the present time in our research program,
the capability developed to detect small events has far exceeded our
capability to differentiate small, or muffled, nuclear explosions from natural
seismic events. This is esecially true when only the complex data from
regional distances are available. It has been estimated that, based on the
technology available today, at least 1,000 natural seismic events per year
at the one kiloton monitoring level would require special attention and
analysis. With the current capability to discriminate between nuclear ex-
plosions and earthquakes, a significant fraction could not be confidently
identified as non-nuclear. Some of these would actually be earthquakes
that have seismic characteristics that do not easily distinguish themselves
from explosions, and some would be chemical explosions.
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Chemical explosions pose an especially difficult problem for a low
yield nuclear test ban treaty A large number of them Lre routinely con-
ducted for civil and engineering purposes. In fact, there are occasional
chemical explosions with yields of several kilotons or more. Current
seismic verification capabilities are not adequate to distinguish between
chemical and low yield nuclear explosions, or to provide the assurance
that a bona fide chemical explosion is not disguising a nuclear test. Bar-
ring some unforeseen technical breakthrough, some alternative provi-
sions will be required to deal with this problem.

A signatory to a nuclear test ban who is determined to conduct
clandestine nuclear tests could attempt to do so in any environment -
in space, in the atmosphere, in the ocean, or underground. The 'aiest
way to attempt clandestine underground testing is to design the test to
produce seismic signals which are below the detection capability of the
monitoring network. The most effective way to reduce seismic signals
is to conduct the nuclear explosion in a large underground cavity (cavity
decoupling). Large cavities, which can be used to reduce the signaiq of
militarily significant yields, are not uncommon and can be construc
most easily in areas of underground salt deposits. Such areas are qitt-

extensive in the Soviet Union. Cavities of the volume required for such
tests exist, although all may not have the optimum shape for decoupling.
In the United States they are used for storing petroleum reserves. Foil-
ing such an evasion attempt requires a very sensitive monitoring net-
work which is reliably deployed. This threat is the primary reason for
the need for high quality stations and arrays inside the Soviet Union.

The U.S. has long recognized the threat imposed by the cavity
decoupling method and has fully taken this into account in our monitor-
ing capability estimates. However, it must be said that the current
understanding of the seismic effects of cavity decoupling is incomplete
and is based on a relatively sparse set of experiments. Inconsistencies
remain between actual experience and theoretical possibilities. A full-scale
feasibility test of this concept was conducted a number of years ago
using a small nuclear explosion, and data from this experiment have been
supplemented with laboratory and numerical models and other theoretical
work.

There are indications from this experience and from theory that the
cavity decoupling evasion method loses its effectiveness at frequencies
higher than those now normally used for signal detection. Thus, if these
high frequencies can propagate efficiently over certain paths, it may be
possible to reduce the effectiveness of this evasion scheme in some cir-
cumstances. Several years ago, we discovered through our research pro-
gram that seismic energy does propagate very efficiently across the



8 A Reiew of Tes* Ban Research

western portion of the Soviet Union, at least when the signals do not
cross major geological boundaries. Stations deployed inside the Soviet
Union could presumably take advantage of this. We are now collecting
and evaluating such high frequency data from events originating in the
Soviet Union to determine the propagation characteristics of very high
frequency signals such as might leak out of a cavity-decoupled explosion.
Much is left to be learned about this.

It is known that the Soviets have conducted a number of nuclear tests
in areas where cavity decoupling is possible. They certainly have infor-
mation on the propagation of high frequency energy in these regions.
Such information, if available to the U.S. research program, would greatly
reduce our uncertainties about the effectiveness of this evasion possibility
and contribute to a better understanding of our verification capabilities.

A substantial number of high quality stations and arrays within the
Soviet Union is necessary for effective counter evasion. Without these
stations, evasion of the nuclear test ban would be relatively easy and
with decoupling could involve explosions with fairly large yields, i.e., more
than ten kiotons. If there were a sufficient number of properly sited
stations and arrays, evasion would not be impossible, but it would be
much more difficult, complex, and expensive, especially for yields greater
than a few kilotons.

One should bear in mind that no realistic seismic verification system
will be able to monitor a zero yield test ban with 100% certainty. We
also must realize that seismic evidence by itself cannot provide all of the
stringent data that will be required to ensure compliance. Other methods
must supplement this system. A realistic goal for our research program
has been to provide the technology to deter cheating by maintaining a
high probability of detecting and identifying nuclear tests of militarily signifi-
cant yields. It is important that any verification measure be viable and
contribute to confidence building by minimizing the number of natural
earthquakes and man-made non-nuclear events (for example, chemical
explosions) that could be mistaken for nuclear explosions.

A comprehensive test ban would be, frm a monitoring point of view,
a low-yield threshold treaty with a vague and undefined threshold. Con-
sideration of an explicitly defined low-yield threshold test ban, rather than
a comprehensive test ban, presents a different set of verification pro-
blems. As we have found out, monitoring the current 150-kiloton limita-
tion on testing, which demands the precise determination of yield, 's a
very complex undertaking and requires considerable information about
the geophysical conditions near the explosion site. As the yield limit
becomes smaller, the range of possible variation in emitted seismic signals
grows larger. Direct determination of yield by measuring the



R. W. Akewiw, 111 9

hydrodynamic shock front can provide a relatively precise yield estimate
for underground tests. This method could also provide a seismic calibra-
tion for small geophysically homogeneous sites and thus reduce the uncer-
taintie. of the seismicaly determined yield estimates of other tests. Such
measures were discussed in the PNET negotiations and more recently
by President Reagan as a means for improving the verification of the cur-
rent 150-kiloton limit on testing.

In summary, DARPA has been conducting a vigorous research and
development program to improve nuclear test ban verification capabilities.
Significant iiprovements to our monitoring capabilities have been made
through the research and development effort and they are continuing.
Technology is being developed and improved, both for existing monitor-
ing resources and for potential systems whose installation in the Soviet
Union which would have to be negotiated. If successfully negotiated, the
installation of a number of high quality tamper-resistant seismic stations
and arrays in the Soviet Union would significantly lower the verification
threshold of a nuclear test ban treaty. The amount of improvement that
such facilities in the Soviet Union would provide depends on the number
and siting of the installations, on the actual geophysical conditions within
the USSR, and other factors. At the present time, the research efforts
are handicapped by the lack of adequate geophysical and seismological
data from key regions in Eurasia. Any action to make such data available
would provide a major contribution to the effort to improve our seismic
monitoring capabilities.

As technical experts, it is our role to realistically portray the capability
and limitations to monitor compliance with proposed nuclear test limita-
tion agreements. This is crucial for assessing the risks. There remain
problems in detecting and, especially, identifying underground nuclear
tests, particularly if they are carefully designed for evasion. Until these
problems are solved, they will present a degree of risk. The potential
for deliberate evasion must be balanced with stringent verification
measures to reduce these risks, which should not be understated, These
are the key problems to which our research efforts are directed.
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Underground Nuclear Weapons Testing
and Seismology - a Cooperative Effort

Gerald W. Johnson

As you know, I didn't come here to make a speech. I came here
to listen. But I am pleased to have the opportunity to make a few com-
ments. It has been my pleasant fate to have become associated with the
seismic community almost 30 years ago. With respect to the seismic com-
munity, I would class myself as having been primarily a user of your pro-
duct. I have learned to appreciate the fact that seismology is not an ac-
curate science in the sense that safety requirements need to be im-
plemented and treaties need to be verified. There is always a demand
for less uncertainty. Rather than to go through a mass of detail, I would
like to pick out a few points here and there and pick up on Hal Thirlaway' s
talk with respect to the history of the interaction between your
seismologists and the nuclear weapon test program. My contact with you
began in 1956-while I was in charge of the nuclear weapons test pro-
gram in Nevada for Lawrence Livermore Laboratory.

The development of the technique of underground testing was
stimulated in the latter 1950's because of the rising concerns about
radioactive fallout both locally and worldwide from atmospheric testing.
These concerns were brought forcibly to my attention in 1956 during
our test operations in Nevada when we experienced delays of up to three
weeks awaiting favorable wind patterns which would result in acceptable
local fallout. Steps were taken to reduce the local fallout by firing the
test devices on top of steel towers up to 500 feet high or alternatively
suspended from tethered balloons at altitudes up to 1500 feet. While these
approaches were successful in alleviating the problem, as time went on
and political sensitivity increased our operational constraints actually
increased.

To assure that operations were carried out in accord with guidelines
established by the Atomic Energy Commission for maximum allowed ex-
posure of test personnel as well as offsite individuals and communities
to radioactivity and other offsite potential hazards arising from flash,
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airblast, and-to some degree-ground shock, it was T 'essary to
establish a large task force. As a consequence, when the operations were
carried out there were thousands of people on the site. Because so many
individuals were involved costs were very high and as a consequence
the operations were carried out as expeditiously as possible. Such crash
efforts carried out at intervals of about eighteen months were a com-
plication to those of us who were responsible for the development of
nuclear weapons. We concluded that development could advance more
expeditiously if it were possible to establish a "laboratory" in which tests
or experiments could be conducted at times dictated only by the test
program.

Because of all of these concerns and based on a suggestion by
Edward Teller and David Griggs, the test division at the Lawrence Liver-
more National Laboratory designed an underground nuclear test to
evaluate the practicability of such testing for nuclear weapons. If the re-
quired technical data could be successfully recovered at acceptable cost
we would have available the laboratory we desired and we would be able
to fire without serious concern for the winds or for off-site hazards to
people or property, with the possible exception of the effects of ground
shock on structures off-site for sufficiently large explosions.

Since this event, code-named RAINIER, was to be an experiment,
the explosive selected was a production unit which would give a known
yield of 1.7 kilotons. For convenience and, we thought, simplification of
instrumentation, it was decided to place the explosive at the end of a
long tunnel driven into the side of a mountain on the Nevada Test Site,
now known as Rainier Mesa. The tunnel was terminated in a spiral design-
ed to be self-sealing with respect to radioactivity and the explosive was
placed in a small cubical room at the end of the spiral. The tunnel im-
mediately outside the room was sealed with several feet of sandbags.
The physical, chemical, and mineralogical properties of the medium sur-
rounding the emplacement chamber were characterized in detail as well
as the geological structure out to the mouth of the tunnel. With all of
this detail in hand it was hoped that the post-shot results could ultimately
be amenable to theoretical analysis and interpretation.

It was early recognized that the explosion would be measurable over
large distances with seismographs and could be useful to the seismological
community. In addition, the closer-in strong motion measurements could
be applied to assessment of damage to local structures as well as
characterization of the near field. In response to their suggestions, to
be most helpful to the scientific community we arranged to announce,
prior to detonation, what the total expected energy release would be
and to provide the geographical coordinates of the center of detonation.



12 Undffgrmnd Nuclear Weapons Testing and Seismolor ...

It was also agreed that the detonation time would be announced ahead
of time and that the event would take place within one-tenth second of
the announced time. In the event that the firing was delayed for any
reason, the delay would be twenty-four hours at a time.

As operators we were interested in encouraging the seismic
measurements which would form the basis for establishment of allowable
yields to be tested at the Nevada Test Site. The cooperative arrangements
worked out at that time formed a precedent for subsequent activities
of a similar nature.

However, our good intentions almost got us into trouble. The publicity
attendant to the announcements to be made to the scientific world almost
cost us the test. In early September of 1957 when we were making final
preparations, in the course of an international meeting on geophysics in
Toronto this experiment was described to the assembled scientists as
all of us desired. However, when the press picked it up the subject hit
the headlines with the announcement that the Atomic Energy Conis-
sion was planning to fire a small "Earthquake Maker" in Nevada.

This unfortunate description of the event led to a number of difficulties
for us. First ' all Louis Strauss, the Chairman of the Atomic Energy
Commission wno had the final approval authority for us to proceed, called
me to state that the Commission would only approve the event if we
could assure them with respect to the following three questions:

1. The detonation would not directly cause seismic damage.
2. It would not trigger an earthquake.
3. If a natural earthquake occurred at the same time with an

epicenter in the vicinity of the test, we had to be able to prove
it had not been caused by the detonation.

Since none of us were qualified to answer these questions and also
since we were advocates for the tests our object-'ity might be subject
to question, we asked the seismologists for help. A small advisory group
was established under the chairmanship of Professor Perry Byerly of the
University of California at Berkeley. This group was able to successfully
reassure the Commission on all questions raised for an energy release
of 1.7 kilotons. In fact, in response to a question from Chairman Strauss,
the spokesman for the committee stated that up to one megaton could
probably be fired underground at the Nevada Test Site without undue
risk to property off-site in Nevada.

The test shot was successfully fired on September 19, 1957 without
measurable release of radioactivity and subsequent analysis of the
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measurements indicated that nuclear weapons development could be suc-
cessfully carried out underground at yields of interest and under condi-
tions which would protect public safety-the basis for the underground
"laboratory" had been established. The seismic measurements were
accomplished by the community out to a few thousand kilometers and
the cooperative precedent was established between the underground
nuclear program and the earth scientists.

Now that underground testing was initiated we felt we were in the
clear to continue with weapons development and as the understanding
of the phenomenology of RAINIER unfolded a new program to explore
the possible constructive uses of nuclear explosions was initiated-The
Plowshare Program. An important component of the program was the
hoped use of explosions in various parts of the world as seismic sources
for purely scientific purposes.

However, our joy was short-lived because a little more than a year
later on November 1, 1958, President Eisenhower directed that the U.S.
would abstain all nuclear weapons testing unilaterally provided the Soviet
Union would do likewise. A few days later the Soviets completed their
test series and Brezhnev made a parallel statement for the Soviet Union.
The test moratorium had begun. While testing was being held in abeyance
by both sides, they agreed to discuss the negotiation of a comprehen-
sive nuclear test ban-the CTB.

The initiation of the talks with the Soviets began in Geneva in early
1958 and continued in various forms until 1961 when atmospheric testing
was resumed. The test ban discussions focused early on the verification
issues in the atmosphere, in outer space, underwater, and underground.
Since underground testing was new and offered promise as a test pro-
cedure eliminating the politically sensitive issue of radioactive fallout it
received special attention. Questions raised were the now-familiar ones
of the limit of capabilities of seismic systems to detect and identify
underground nuclear explosions which meant most importantly to
distinguish between such events and earthquakes taking into account a
number of possible evasion scenarios. One of the questions raised was
the need for calibration explosions of known yields at the test sites of
both sides.

To explore the technical aspects of the proposed arrangements a
small group of us met with the Soviet scientific team several times in
Geneva to discuss the capabilities and limitations of verification by seismic
means. A seismic improvement program was discussed involving improved
instrumentation, use of arrays, and a substantial list of calibration tests
world-wide with explosions up to the megaton energy range. While none
of this effort resulted in a cooperative program with the Soviets or in
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a test ban, it did provide the basis for a substantial boost in the U.S.
seismological program and for cooperative work with other nations.

The resumption of atmospheric testing in 1961 implied that the
Plowshare program could proceed, which it did with primary emphasis
on cratering since the Panama Canal Company and the Corps of Engineers
were interested in the possible use of nuclear explosives for canal con-
struction. At the same time a number of events were carried out in various
geological structures for a number of different justifications and in dif-
ferent parts of the United States. All of the events were coordinated with
the seismic community for scientific purposes and to generate data for
possible future test ban considerations.

As an aside, all during this period and beginning with an exchange
I had with the head of the Soviet atomic energy program, Emelyanov,
at the Atoms for Peace Meeting in Geneva in 1958, the Soviet attitude
toward Plowshare-now referred to as peaceful nuclear explosives
applications-was militantly negative. The Soviet position was that this
talk of constructive uses of nuclear explosives was a subterfuge by the
United States to continue nuclear weapons testing under the guise of
peaceful uses. It was not until 1964 that the Soviets first hinted that they
were developing an interest in Peaceful Nuclear Explosives (PNEs), which
I believe was the original designation of the program by the Soviets and
was the name later adopted by the U.S.

With the completion of the test series in 1963 by the Soviet Union
and the United States, the sides agreed that it was time again to con-
sider limiting nuclear weapons testing especially in the atmosphere. As
a consequence, recognizing that a comprehensive treaty was difficult to
negotiate but still the ultimate goal, the Limited Test Ban Treaty (LTBT)
was signed and ratified. The treaty limited all nuclear weapons testing
to the underground environment.

The entry into force of the LTBT forced both the U.S. and the USSR
to conduct all of their testing underground subject only to the condition
that the tests would be conducted in such a manner that radioactivity
would not be deposited (USSR position) or present (U.S. position) out-
side the territorial limits of the state in which the test had taken place.
Under these guidelines over the ensuing years hundreds of explosions
have taken place at the test sites of the two powers with energy releases
up to the megaton range. Although the U.S. continued its program for
only a few more years the Soviet Union embarked on an ambitious PNE
program involving several events per year and with tests taking place
over widely separated parts of the Soviet Union. The experiments covered
a wide range of interests including excavation, gas and oil stimulation,
mining, production of underground cavities, and a major continental deep
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seismic sounding program. While some of the nominal yields of Soviet
PNE events have been announced most have not. They did not at any
time pick up on the Rainier cooperative precedent with the seismic com-
munity. As a consequence, today we still do not have a confirmed yield
on any Soviet event, so calibrations for scientific and verification pur-
poses still are needed.

The next challenge to the seismic comaunity came with the negotia-
tion and signing of the Threshold Test Ban Treaty between the U.S.
and the USSR in 1974, which among other things limited underground
tests to yields of 150 kilotons. Monitoring this limitation required that,
in addition to detecting and locating nuclear tests by teleseismic means,
it was also necessary to measure their yields. An additional related trea-
ty, the Peaceful Nuclear Explosion Treaty (PNET), signed in 1976, in-
cluded the 150 kiloton limitation for single explosions but permitted group
explosions up to 1500 kilotons provided the yields of the individual ex-
plosions comprising the group could each be measured. To be able to
verify the yields of individual explosions in a group would require intrusive
on-site measurements to satisfy compliance conditions. Neither treaty
has been ratified but both sides have behaved as if the 150 kiloton limit
provision were in-force and both sides have on occasion challenged the
other when their teleseismic measurements suggested there might have
been a violation. The diplomatic problem has been complicated by the
fact that it has not been possible to develop a technique for the accurate
enough measurement of yield teleseismically.

With the inauguration of the Carter administration in 1977 a new thrust
was initiated to negotiate a Comprehensive Test Ban Treaty banning all
nuclear weapons testing. In principle this would have implied that the
National Technical Means would need to have the capability of
measurements of yield approaching zero-which of course would be quite
a technical challenge. In practical terms this requirement was interpreted
operationally to mean that best efforts would be made using seismic
methods and to negotiate cooperative procedures to improve the monitor-
ing capability.

One approach explored to improve detection and identification and,
perhaps to improve modestly the yield measurement, was the concept
of unmanned seismic stations in the testing countries. The stations would
be in operation continuously and all data would be transmitted in near-
real time to the signatories of the treaty. The design provided that all
data would be automatically authenticated and the seismometers were
to be installed in tamper-proof configurations at the bottom of sealed drill
holes. While the negotiations were not successfully completed, the delega-
tions had agreed to 10 stations each in the U.S. and the USSR and the
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general locations were selected. The United Kingdom agreed to have
one station on their territory.

Toward the end of the CTB negotiation in early 1979 in the course
of a reception at the British Mission, Petrosyants, the head of the Soviet
CTB delegation, and his deputy, Timerbaev, pulled me aside for a con-
versation. They inquired whether it would be possible to arrange for the
USSR to buy two of the American national seismic stations, one of which
they would install at the site of one of their seismic installations and would
be jointly manned by a USSR, UK, and U.S. team as a research endeavor
to assess the performance of the system in the Soviet Union. It later
developed that the proposed installation would be located in Obninsk,
some 80 miles southwest of Moscow. The other NSS would be exann-
ed in detail by the Soviet Union. What was of interest to me at that point
was that they did not link the deal to completion of the negotiation-it
was to be a separate activity.

The Soviet proposal was consistent with our concept of the applica-
tion of the NSS and the experience gained by the joint experiment was
deemed desirable. It required several months of discussion to work out
details of technology transfer as well as visits of a Soviet technical team
to the U.S. to see the equipment and a visit of U.S. personnel to Moscow
and Obninsk. Toward the end of 1979 it appeared that it might be possible
to proceed but then concern over the presence of the Soviet Brigade
in Cuba was revived and the invasion of Afghanistan began. These events
stopped all farther activity on the possible cooperative effort which had
appeared so promising. In the meantime, the development and testing
of the NSS approach continues in the United States which could permit
implementation of the idea if another opportunity were to appear.

These recollections serve to illustrate the intimate association be-
tween all of the varied aspects of underground testing and seismology
that has developed and continued for a quarter of a century to the benefit
of both endeavors. That such mutually profitable cooperative activities
will continue with increasing challenges there can be no doubt and they
should continue to be encouraged in every way,
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Forensic Seismology

H.LS. Thirlaway

Forensic, (from forensis) formally means a forum or market place,
and I shall give some personal impressions of the way in which seismologists
have been drawn into the political market place, and how they and their
science have performed and continue to fare in the complex negotiations
which precede the adoption and control of international txeaties.

Efforts to ban the testing of nuclear weapons was thought to be a
logical step to inhibit the development of nuclear armaments. In these
endeavours, geophysicists have been required to act as expert witnesses
in a variety of unfamiliar forums-conferences of experts, congressional
hearings, technical worlkng groups attached to policy-makdng delegations -
to name a few. Seismologists have been concerned with the problem of
proof, beyond all ,masonabk doubt, of the nature of seismic events in the
context of a total ban on nuclear weapon testing-that is to say, with dif-
ferences between earthquakes and explosions as observed on seismogrns.

Nuclear tests in other media-water, the atmosphere and outer
space-are prohibited by the provisions of a treaty which was signed m
Moscow by the UK, USA, and USSR on August 5, 1963, and subsequently
ratified by over 100 countries. Indeed, there are several other treaties
in which the capacity of the geophysical and other sciences to detect possible
violations have played, and continue to play, some part. These are the
Antarctic Treaty (1959), the Treaty on Principles Governing the Activities
of States in the Exploration and Use of Outer Space (1967), the Treaty
for the Prohibition of Nuclear Weapons in Latin America (Treaty of the
Tlatelolco 1967), the Treaty of the Non-Proliferation of Nuclear Weapons
(1968), the Treaty on the Prohibition of Emplacement of Nuclear Weapons
and other Weapons of Mass Destruction on the Sea-Bed, and the Treaty
on the Limitation of Anti-Ballistic Missile Systems (1972). That there may
be important omissions among the countries adhering to any of these
treaties is irrelevant to the fact that the treaties are in force, and open
to any state to join, so that, on the face of it, scientists have convinced
each other, and their governments have accepted, that violations of these
treaties could be verified. Consequently, it is not too unlikely to suppose
that one day geophysicists may be required to give evidence before juries
of some kind as to whether or not violations have occurred. The history
of technical negotiations associated with the test-ban treaty, as well as
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of forensic medicine, warns us that it is not a task to be undertaken light-
ly, and without training and experience beyond the normal professional
experience of the witness.

The Antarctic, Non-Proliferation, and Sea-Bed Treaties provide for
on-site inspections of one kind or another to verify suspected violations.
Others either make no specific mention of procedures for verification, or,
as in the case of the limitation of anti-ballistic missiles, for example, the
USA and the USSR will rely on their "national technical means" ot verifica-
tion. This is the formula required for converting the provisions of the Test
Ban Treaty of 1963 to a comprehensive ban by including underground ex-
plosions, but seismologists have so far been unsuccessful in convincing
themselves and their governments that national means of verification by
"remote seismographs" is an adequate safeguard against undetected but
important nuclear weapon tests, as well as tests, which by natural causes
or by intention, appear to be earthquakes. Even more embarrassing for
a seismologist would be the earthquake, which appearing to be an explo-
sion, would thereby lead a state to be falsely accused of violating a treaty.

From time to time, and especially in the early 1960's when enthusiastic
attempts were made to reach agreement, politicians voiced their impa-
tience with this apparent lack of professional expertise. The blame was
put on the science. Seismology, they said, had been so neglected as to
bx- still in the Stone Age compared with nucleax and space research. Some
of the blame might more properly have been ascribed to the inexperience
of seismologists in applying their knowledge to the special case of the
manifold procedures necessary for the control of treaties of this category.
Forensic seismology, in other words, was an unknown art, and no one
thought to learn from medical colleagues who were in a similar fix 200
years ago.

It was in 1791 that a leading physician, John Hunter, made apparent
that special experience was required before a medical man was fit to act
as a witness in a court of law. The case was Rex vs. Dunelan at the War-
wick Lent Assizes. The prisoner was accused of poisoning by use of laurel
water and the evidence was overwhelmingly in favour of the prosecution.
John Hunter, acting as expert witness for the prosecution, and in answer
to the following question by the Court, "Give your opinion in the best
manner you can, one way or the other; whether upon the whole of the
symptoms described, death proceeded from the medicine or any other
cause?" replied, "I do not mean to equivocate; but when I tell the sen-
timents of my own mind, what I feel at the time, I can give nothing
decisive". Seismologists were in much the same dilemma 25 years ago
when governments first availed themselves of their knowledge and ex-
perience for the purpose of formulating a nuclear test-ban treaty. Like
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our medical colleagues, before they created a formal branch of their science
dedicated to aid law in fixing the perpetration of a crime, or to rescue an
innocent person from a flsely imputed crime (m test-ban terms, to detect
a violation and avoid a false alarm), we approached our new duties with
some apprehension. Conscious of the importance which might be attach-
ed to the evidence, we were only too aware of the narrow basis on which
the science rested. We did not enjoy the public gaze in which often we
had to work; we had little or no experience in handling journalists and,
in our innocence, resented what we thought was the unreasonable license
allowed them, and the occasional disparaging comments they made. We
were not careful enough to separate fact from opinion and comment for
the benefit or our officials; we did not give sufficiently direct answers to
simple questions; we filled our answers with technical terms and jargon
as though addressing professional societies rather than civil servants and
politicians and to cover our deficiencies we tended to exaggerate.

If you think I exaggerate, listen to one Soviet seismologist commen-
ting, in 1960, on the apparently straightforward relationship between seismic
magnitudes and yields of explosions in the form

M = C + n logY
"It is possible that in the American treatment of 'New Seismic Data',

some role was played by the circumstance that an increase of n to 1.0
leads to a considerable increase in the computed annual number of earth-
quakes, exceeding in magnitude nuclear explosions with yields approxi-
mately up to 20 kilotons, as compared with the previous Geneva evalua-
tions, and leads to the development of the view that there is much greater
difficulty in recognizing such nuclear explosions among the 'tremendous'
number of earthquakes." Again: "The failure of the American experts
in analysing and discovering the causes of the 'unexpected' (to them) agree-
ment between local and teleseismic magnitudz's in the indicated experi-
ment, can only be explained, in this case, by the hypnotic effect of the
very fact that numerical values, obtained by different means, were the
same". The author ends in "friendly" terms when he "expresses his
heartfelt thanks to his fellow workers.. .and also to his American col-
leagues., .for their ardent discussions, which aided considerably in allow-
ing us.. .to distinguish what was essential from what was secondary". If
these polemics were possible between professional colleagues, what could
the political delegations make of the witnesses? It is instructive to look
in retrospect at the basis of these comments on the seismic magnitude
problem; they illustrate how a variety of contentious issues concerned with
detection and discrimination thresholds stemmed from the inadequate
scientific base.
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The technical working group of the Geneva Conference on the Discon-
tinuance of Nuclear Weapon Tests was composed of the Soviet Union,
the United Kingdom, and the United States, and was attended by the
Personal Representative of the Secretary General of the United Nations.
It opened on 31 October, 1958, and ceased in January, 1962. The discus-
sions were published verbatim by the Unit ' Nations; they are essential
reading for all forensic seismologists. The ejegates enjoyed the benefit
of a moratorium on testing until Septembr. 1961, when the Soviet Union
effectively destroyed confidence in -frther negotiations by unilaterally
resuming testig over Novaya Zemldya.

The magnitude problem arose from specially recorded seismograms
of a nunber of nuclear explosions conducted k! Nevada in the autumn of
1958, almost a year after the first underground nuclear explosion, named
Rainier, and having a yield of 1700 tons. The Atomic Energy Corm-nission
of the United States had given pre-shot details of RAINIER immediately
after Professor Bullen's address at the UGG in Toronto on the wdue of
atomic explosions for seismology. (The Soviet delegation, led by Professor
Beloussov, walked out of the meeting called by Keith Bullen to agree a
telegram of thanks to the AEC), The experts at the initial conference on
the test ban in Mgust, 1958, relied heavily on the RAINIER data when
assessing the relationship between seismic magnitude, yield and the number
of earthquakes occurring annually at a given magnitude threshold. The
magnitude adopted by the Geneva conference was 41/ . The number of earth-
quakes of this magnitude had to be estimated because the RAINIER
seismograms showed no characteristics unique to explosions, so the ex..
perts were forced to accept a rarefaction, or downward first motion of the
ground, and depth of focus as positive evidence for earthquakes. Earth-
quakes were thereby eliminated one by one and the remaining anidentified
events were to be verified by inspection of the epicentral areas, The number
of unidentified events depended on the total number of events recorded
at given magnitude thresholds. Accord on these matters was reached in
the summe of 1958, and the design of a network or seismographs to con-
trol the treaty was specified.

Meanwhile, the United States government had decided to supplement
existing stations in the USA by deploying a special network of Benioff
seismographs to observe the series of underground nuclear tests which
were already plaud for the autumn; the yields in terms of TNT eqiivalents
ranged from a few hundred to 20,000 torts. The observaions did not con-
firm the interpretations and extrapolations made from the RAINIER data
and, after some reluctance on the part of the Soviets, the seismograms
were tabled for discussion in the technica working group at Geneva.

The contentious issue cent al to the problem was the magnitude-yield
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relation to which I have referred. Three Soviet seismographs had detected
the explosion of nearly 20,000 tons at distances in excess of 6000 kin. They
gave a magnitude of about 5.2, roughly in agreement with three American
observations from stations between 2500 and 4000 km from the explosion.
This value did ne agree with the local magnitudes estimated from the nearer
stations of the I T-r established network of the western United States. A
value for ML of just over 4/4 was derived from recordings at stations be-
tween 180 and 600 km distance to compare with the ML value for RAINIER
(yield 1700 tons) of 41/4 accepted by the first experts' conference. Attempts
to relate the inagnitude scales for local and distant events had already been
made by Gutenberg, who warned us not to place too much reliance on the
result, but because seismographs had been specially deployed in the United
States up to distances of 4000 kin, a comparison of the two scales was
possible by direct observation. Eight of these, including the three most distant
American stations referred to earlier, recorded the explosion, and, a mean
of just over 4.8 was estimated as a teleseismic magnitude. Accordingly,
the American local and teleseismic values were accepted as a homogeneous
set and an "official" magnitude of about 43/ was assigned to the 20,000
ton explosion in conflict with the Soviet value (from their three stations)
of just under 5.2. Views hardened round this difference of nearly 1/2
magnitude. It followed that the Soviets could not accept the American view
that explosions (earthquakes) of given yield (magnitude) were more dif-
ficult to detect than had been thought from the RAINIER data; nor could
they accept the larger number of earthquakes (and therefore greater number
of unidentified events for a given yield equivalence) which the lower
magnitude estimate implied. They argued that five of the stations from which
the teleseismic magnitude had been estimated were located in an anomalous
distance range-tie so-called shadow or second zone between 10° and 201,
and that the low magnitudes derived from them were due to a systematic
error in the amplitude-distance normalizing function.

Why had the RAINIER data misled seismologists just a few months
earlier? Simply because of the scatter of data. Three well-regarded sta-
tions in the California (local) network turned out to be singularly poor recep-
tors for P-waves originating from explosions in Nevada. For the explosion
in question, the mean local magnitude of two of these stations was as much
as one unit less than the mean of the eight near stations first used to estimate
RAINIER's magnitude. When considering RAINIER in the summer of 1958,
the Conference of Experts did not have data from the three stations; by
induding them, the average magnitude was made just over 4. In retrospect,
it does seem extraordinary that we fell into the trap, especially when you
remember that seismic magnitude-an empirical number without theoretical
basis-in some quarters is not regarded as a respectable research activity
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for seismologists. We did what every medical student is taught to avoid-
we were persuaded to appear as witnesses to testify about what we did
not know.

Sadly, there are several other instances of our inexperience in these
early days. One eminent physicist seriously argued the feasibility of muffl-
ing seismic signals from a megaton of nuclear explosives. The same man
claimed it would need the most powerful computers of the day (the IBM
"Stretch") to process the UK delay-and-sum arrays. A well-known (though
less eminent) seismologist advocated using complexity differences to
discriminate between earthquake and explosion seismograms.

In retrospect again, the latter is another example of a witness testify-
ing about what he does not know. The criterion was founded on data record-
ed by the first large array of seismometers between Laranie and Cheyenne
on the Pole Mountain granite of Wyoming. The P-wave trains of some 90
percent of earthquakes recorded there spread over a significantly greater
time than those of explosions. Earthquakes were said to be more "com-
plex" than explosions and the "complexity criterion" was invented. From
the accepted notions of the two source mechanisms, there were plausible
reasons why earthquakes should generate more complex wave trains than
explosions. At first, these were not matched quantitatively when modeled
and when the first large underground explosn in the Lower Palaeozic struc-
ture of Novaya Zemlya generated relatively complex P-wave trains at North
American stations, the criterion was destroyed.

Subsequent explosions at many places have thrown some fight on what
it was we did not know at the time: it is not the source mechanisms but
the structures underlying seismographs and/or distant sources that are the
principal reasons for complex short-period explosion seismograms.

The questions raised by this conclusion have been studied in detail.
It turns out that abnormally long P-wave trains from distant events are struc-
tured by differences in phase velocity and frequency as well as amplitude;
discrete signals were identified, and phase velocities and travel times assigned
to them. The simplest explanation of the data is that the P-wave scattered
below the source and/or seismograph; P-waves following a singie path of
low absorption throughout their travel arrive as simple high frequency, large
amplitude pulses. Kazakh to Pole Mountain is such a path, Novaya Zemlya
to North America is not. In general, maximum absorption, low mb and com-
plexity is observed on paths between recent fold structures.

Paths between Shields or sometimes between ancient fold mountain
structures, for example that of Kazakh to Uppsala, are paths of minimum
absorption and complexity. This is the reason for the exaggerated yields
Uppsaia Observatory pubVshed of explosions in Kazakh. When these ideas
are incorporated in computer codes the model predicts basic features of



H.i.s. Thirtaway 23

a seismogram given the Q structures of source and receptor areas.
A useful contribution to the world wide values of local Q is the correlation
with P velocities predicted by Marshall and Springer.

It is worth noting that studies of explosions in "normal" areas of the
earth were responsible for these advances in the understanding of forensic
seismology. Earthquakes make poor sources not only because of the uncer-
tainties about their source mechanism, to which we formerly ascribed
magnitude and complexity anomalies, but also for the reason they occur
in anomalous and restricted areas of the earth. Many ideas about the Up-
per Mantle have their basis in seismograms of events occurring in seismic
zones and, what is more, are recorded by stations which by and large are
sited in or near such zones: the relatively old and stable interiors of con-
tinents are thinly populated by seismographs. In contrast, the greater pro-
portion of the data of forensic seismology are from sources in many dif-
ferent aseismic areas recorded by seismographs on shields on which the
UK arrays are sited.

Meanwhile rapid advances were made in the development of long-period
seismometers. The use of spring materials with nearly zero temperature
and creep coefficients, which were developed for the oil industry's gravity
meters, and the appreciation that much of the ambient long-pericd noise
was due to small fluctuations of the ambient pressure, was largely rnspon-
sble for the order-of-magnitude increase in the gain at which long-period
seismometers can now be operated. This means that surface waves, in
particular Rayleigh waves, of small seismic events can now be recorded
at great distances. This has advantages for estimating yields and the record-
ings have also provided data which seem to confirm early intuitive ideas,
and later theoretical studies, that there is a fundamental difference between
the two sources in the ratio of the P-wave/Rayleigh wave spectrum. The
literature of this period is sprinkled with the scatter diagrams of P-wave
vs. Rayleigh magnitudes, and they generally demonstrate two well-defined
populations-one of explosions, the other of earthquakes.

For the first time, these observations provided the basis of a criterion
which allowed explosions to be identified and to dispense with the primitive
procedures leading to a residue of unidentified earthquakes or explosions,
and perhaps even with on-site inspections. Sir Solly (now Lord) Zucker-
mann, then Chief Scientific Adviser to the Prime Minister, decided that
the results sufficiently advanced the powers of forensic seismology to justify
re-opening negotiations to agree a treaty to ban testing of nuclear warheads.
To this end he persuaded Professors Milionchekov, Emalyanov and Art-
simovich, supported by Dr. Keilis-Borok, to meet him, Dr. Bob Press and
myself in the Soviet Academy of -Science, Moscow, during a week in
September, 1966. He succeeded in his purpose of convincing his Soviet
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colleagues that the results deserved an initiative. Sadly, when the UK Foreign
Secretary of the time met Mr. Gromyko shortly afterwards, the latter did
not agree to approach the USA with a joint proposal to re-open formal
negotiations.

The criterion remains one of the most powerful of forensic tools given
that the technical difficulty of detecting Rayleigh waves is solved by siting
stations within 1000 km of sources. Together with many other data, which
have been presented as working papers to the political forum of the Con-
ference of the Committee on Disarmament, it has been informally discuss-
ed and explained by seismologists to the delegates. The Committee has
met in Geneva each year since March, 1962, when an initiative by the Soviet
Union and United States to resume general disarmament talks (which had
ceased with the technical working groups in January, 1962) was endorsed
by the General Assembly of the United Nations. In those days, it was the
Eighteen Nation Committee on Disarmament. It was enlarged in 1969 and
changed its name. It reports progress each year to the United Nations and
several of the disanmament measures now in force are due, in some degree,
to its labours.

In recent years, an "Ad hoc working group of scientific experts" has
been recognised by the committee and has succeeded in designing ex-
periments having the object of testing the general validity of forensic methods
developed nationally. At the same time, confidence in these advances led
to serious negotiations between UK, USA and USSR which attempted to
translate them into treaty language. Agreenients on international exchange
of data, siting of national stations in the Soviet Union and USA (but not
unfortunately so far, in UK territories) and on-site inspection of otherwise
unverified seismic sources were agreed at least in principle. There remains
the ways and means of transmitting and processing the enormous quantity
of data (for which recent developments are demonstrating the solutions)
and of establishing the format of the jury to which seismologists would "give
their opinion in the best manner they can...upon the whole of the symp-
toms described."

Alas, progress was too fast and these negotiations are adjourned to
allow some parlicipants to catch their breath. Perhaps forensic seismologists
have come of age. Certainly we have learned from the bruising I described
when I gave the 10th Anniversary Lecture in honour of Sir Harold Jeffreys
on 8 December, 1972, in London. I feel equally privileged to be invited
to give it, slightly modified, for the second (and certainly the last) time at
the 25th Anniversary of the VELA Uniform program in Santa Fe, a pro-
gram with which my own group has the honour to cooperate and which
has blessed me with life-long friends and many after dinner tales.
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Technical Issues Related to
Test Ban Treaties

Edward Cilier

There are certainly a lot of old friends in the audience today and I hope
they will bear with me as I am going to talk about CTB--or nuclear testing
in general. CTB is a classic example, I think, of a concept that, on the sur-
face, sounded beneficial or useful and simple to implement. However, after
some 30 years now we have been trying to do this and it has involved several
serious attempts. I was involved in the recent one. We now understand,
really for the first time, the scientic and political complexity inherent in
this idea. With the advantage of hindsight we can see more dearly those
technical areas that we should have examined before we entered into these
negotiations, but we afl know that it is irposstible to foresee all the technical
issues. Therefore, continuous technical support, which Hal spoke a lot about
earlier, is necessary for any negotiation and has the attendant possibility
of dramatically changing the outcome. I am going to ask the experts in the
audience-there are at least ten or twelve here who have had years of ex-
perience in this general subject-to bear with me on some of my details
because I am trying to draw a broader picture. I am going to try to do
it by drawing on a chronology of nuclear testing to bring in the political,
mbary, and the scientific or engineering aspects of how they relate to policy
formulation. Because of all these experts in the room, I feel a little like
the fellow in the story of the Jamestown flood.

Now for our visitors, Jamestown, Pennsylvania, at the turn of the cen-
tury, had a dam break above the town and wipe out a very large percent-
age of the people. There were some survivors of course. However, one
gentleman who survived it had a very dramatic experience as you might
expect. He was always telling the story of the flood and how bad things
were and how dramatic his survival. He told it to all the natives that were
left unit they got tired of hearing it. Also every time some tourist came
through town and stopped to read the sign, he would be there to tell them
about the flood and he became the town bore. Eventually, he passed on
and came to the pearly gates whereupon St. Peter said, "We have a rule
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up here-a practice-you get fifteen minutes on the stage to explain one
item in your life that is most ineresting". His eyes lit up and he said,
"Great! I'll tell them about all the details of this great Jamestown flood
that I was in." St. Peter said, "Just remember, Noah's in the audience."
So, I have fifteen or twenty Noahs out there at least. If they complain I'm
going to bring them up here on stage afterwards and you can question them
directly.

The concept of outlawing nucear weapons goes way back to right after
World War H with the Barauch plan in 1946, which was a broad approach
to the problem-very broad. The U.S. proposed to outlaw weapons, put
them under international control-the U.N. Even then intrusive verifica-
tion was realized as a major problem, which was to be viewed mainly in
a world political context. Between 1946 and 1954, there was a lot of em-
phasis on general sweeping disarmament proposals. They came from every
corner of the globe-mostly into the U.N. but also in a bilateral, trilateral
forum. These proposals didn't fit with each other and they didn't go
anywhere as history tells us. But in 1954 the U.S. exploded its biggest-
ever nuclear test in the Pacific called BRAVO, about 15 megatons. It was
from that that the famous fallout sequence took place on a Japanese ship
and on the islands which completely surprised the test managers. It created
a major uproar- nationally and internationally. Radioactive fallout, concern
for which up to this time had not really been seriously voiced publicly, rais-
ed the whole question of radiobiology, and exposure of man to radiation
began to take on a more political drive. Between 1954 and 1957 there was
a lot of discussion about the hazards of testing but it wasn't until 1957 that
various ideas for a true comprehensive test ban-CTB I'll call it--emerged.
During this period the USSR proposed a two- to three-year moratorium
on testing, including an international commission. This included a number
of in-country stations for atmospheric sampling. Many were worried about
the atmospheric testing and its fallout; therefore, sampling was to be the
main verification activity. The engineer now enters the picture in the form
of Gerry Johnson, who is in the audience, among others. It was decided to
test underground due to the political pressure against atmospheric bursts.
We fired the first underground shot, RAINIER, in Nevada. The AEC dug
back into the cavity and there is a famous picture of Gerry standing and
staring at the walls of this radioactive cavity. I don't know how long he
stayed, maybe he left in a huny. You can see where this type of testing
changed the verification problem rather dramatically, i.e., going from at-
mospheric sampling to the underground problem of seismic measurements.
Currently in the U.S., seen on television programs on Monday and Tues-
day nights in the Washington area, is a subject called T.V. Bloopers. These
are T.V. takes never seen on the regular screen, either commercials or
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programs, during which they make terrible, but funny, wistakes which re-
quire retakes. If you have ever seen any movies of the early days of flying
where the wings fell off of the plane or an airplane ran in circles (some
had really weird designs) you would appreciate a short T.V. Blooper, well
movie actually, of some of Gerry's earliest experiences.

I should not put all the blame on him, however. In one instance in the
early days of trying to figure out how to contain a nuclear test, they drilled
a tunnel horizontally into a mountain, and then at the end of the tunnel made
a little loop. They put the bomb in the loop, sealed it off, and two miles
away put their cameras, with a place for people to stand and observe from
three or four miles away. The world's biggest blunderbuss followed.
Everything came shooting out of this mountain-it shows a 3-foot-diameter
boulder coming right for the camera-but it didn't show what happened
to the sightseers. They may have run for cover. There are a series of such
movies which are really interesting to see and I hope some day we can
put them together in the proper context and show them. Anyway,
underground testing radically changed the course of CTB verification. In
1958, the first conference of experts, which was convened for which Hal
gave you a short title. I am always intrigued by its full formal title, 'The
Conference of Experts to Study the Possibility of Detecting Violations of
a Possible Agreement on Suspension of Nuclear Tests'. It surely was written
by the Russians as it's the classical way Russians describe things. This
was the first meeting of experts to try and see if there was some way to
detect violations. In other words, everything centered on verification. They
proposed 180 stations that Hal mentioned with about forty people each.
Gosh, what a career could have come out of this organization; ships
worldwide and aircraft, as well as in-country activities. This is the first time
we thought about verification supported by a worldwide network of detec-
tors. They thought they could detect one kt atmospheric-this would be
from fallout-and detect and identify 5 kt underground. But this would leave
20 to 100 uncertain events per year in the Soviet Union. Maybe you would
need an OSI (on-site inspection). Certain experiments in the HARDTACK
Series, which Hal explained, raised the detection level to 20 kt, not 5.

During this period, the so-called black box concept was born. This is
the use of unmanned, unattended remote measuring and data recording
equipment, perhaps including some form of transmission of the data, for
the purpose of verification. It was during this period that the concept of
'Decoupling' entered the picture. I think it was Al Latter who first con-
ceived the idea. Decoupling, as you may know, involves firing a weapon
or device in a large cavity which can be made in salt. This will muffle the
seismic signal by a factor of 20, 50, or 100. Thus was born the first so-
called "evasion concept". 'This is one way to evade detection by reducing
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the signal level. Several others were invented later, including the simula-
tion of an earthquake or by firing during a large natural earthquake. It would
be necessary to wait for a big, i.e. Richter 7, 7.2 earthquake to come along
and then fire so that the signal looks like an aftershock. As a practical mat-
ter, I would hate to be in charge of the operation, sitting there year after
year waiting for the right earthquake in the right place to come along and
hoping it didn't explode before it was time, and that it would go off at the
intended time. However, the evasion scenarios do interact with the political
aspects of any treaty. It was during this period that the U.S. and USSR
agreed to a moratorium with the UK. During this period of time there was
a strong national wil in favor of a treaty. If you read Seaborg's book, Ken-
nedy, Kruslchev, and the Test Ban, you will see that Seaborg, who was
head of the AEC, does a very careful job describing the intentions of the
various political figures in the U.S., UK and Russia. There were severe
verification problems then. Also, there had been little thought given to the
national security implication of the CTB. I think, in spite of what Hal says,
there was more national will during that period than you are going to see
again for a long time. National will? I don't know what it means in the con-
text of treaty writing. It seems to be a phrase people use to say "let's
get on with finishing our negotiation even if it means setting aside impor-
tant concerns". It's an emotional political statement which I think has little
meaning. If there ever was a time for national will for a CTB, it existed
during that period. I think Hal will agree with me on that. I wasn't involved
then but I get this impression from reading Seaborg's book.

In 1961 the moratorium was broken by the Soviets. However, it is
true that the U.S. had previously announced that we would no longer be
bound by it. The Soviets fired after a very short notice, perhaps 24 or 48
hours. I don't remember if the first one was the biggest but in that series
they fired a 50 Mt dropped from an airplane-I'm glad I wasn't the pilot.
And it seems dear that for a year or more they had been buying and building
hardware because you cannot put together a test series in less than a year;
there is a lead time for everything, such as, the measuring equipment, the
bomb itself and the necessary practice. To show you how the U.S. reacted,
and we still do under similar circumstances, we forbid Los Alamos to buy
coax cable during this period because it might sgnal an intent to test. That
is the difference between the two countries' approach to that situation. Dur-
ing all that time, Seaborg writes, there were at least 200 meetings of the
Geneva delegates that kept going on, but slowly ran down because it was
clear that it wasn't going to accomplish much. They were still meeting wtule
these tests were being conducted. The political side had run down, it was
unproductive then and again in 1979-1980. Out of this grew the Limited
Test Ban Treaty. This is the treaty which restricts explosions in all
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environments except underground, i.e., underwater, in the atmosphere,
and in space.

Underground testing would be permitted, however no debris shall be
permitted to escape the boundaries of the state conducting the event. The
meterologists and the people who build gtger counters now enter the pic-
ture. Every time a geiger counter improves by another factor of 10 in sen-
sitivity, the debris can be measured at greater distances. The U.S. fired
a peaceful nuclear explosion from which all the American debris went up
to the Canadian border and stopped-it didn't go across the border. The
Soviets didn't quite accept that but they weren't doing any better then and
they certainly aren't today. Buried in that treaty language is a lesson in-
volving a technical point, i.e., the treaty uses the word "debris" and leaves
it at that. The Soviets interpret this to mean particulate, not gaseous, mat-
ter which must not escape the boundary. The Americans insist that their
interpretation means both particulate and gaseous debris. As a result, we
have written each other letters over the last twenty years, claiming that
the other has violated this part of the treaty. It was an ambiguous point
which was left for later interpretation. I have been told that it was known
at the time and it was decided to leave it that way. Not much happened
on CTB or nuclear testing until 1970 when the non-prolifeiation treaty came
into force with a CTB included in its preamble. Preambles of treaties often
contain broad promises of things to come-usually in the indefinite future.
The operational sections of treaties contain the actvties to which you are
legally bound. This has created a rather interesting debate over the NPT
preamble which promises to make the attempt to find a complete ban on
all nuclear tests. The Soviets, to a certain extent, numerous delegations
in Geneva, and some people associated with the various "Ban the Bomb"
organizations in the United States, insist that the preamble is legally bind-
ing on the United States and therefore we are in violation of the nonprolifera-
tion treaty. Every five years there is a review conterence of the nonprolera-
tion treaty by all the signatories. There are about 135 or 140 members
which makes it one of the largest treaties. It will have its third review next
year. Already there is a lot of concern that since the CTB negotiations are
dormant, this lack of progress w inpact very negatively on the nonproifera-
tion treaty review. However, they said that five years ago and nobody
withdrew from the treaty. I don't know what will happen this time. The
NPT Treaty also contains an Article 6 which is an operative paragraph which
has to do with disarmament. It says that the super powers shall find ways
to reduce their nuclear armaments. This is a second item which will be
tued to critique the nonperf Oe of the super powers at the NPT review.

The U.S. is predicting a major international discussion of these two
sections when the NPT comes up for review next summer. I'm going to
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digress for a moment on this point. It is said that one reason for a CTB
is that it will assist the NPT in controlling proliferation. Most of the coun-
tries which cause us concern over proliferation and have not signed the
NPT have a major national security problem in their region. This admini stra-
tion has said that it is more important to support the national security of
these countries than it is to try to prevent them from getting their hands
on some technology which might lead to buiN a bomb. There is a general
agreement that a simple, reliable and certainly large enough for its purpose
weapon can be built without testing providing you have the materials. There
is a debate about whether CTB really contributes to non-proliferation. It
has been said in the 40 nations CD (Conference on Disarnient) that meets
every year in Geneva that those who think the NPT is discriminatory can
sign the CTB and thereby meet their coimitnent to nonprolikration. That's
the worst logic I've heard. The NPT requires full-scope safeguards, which
means nuclear facilities shall be opened to international safeguards inspec-
tions by the IAEA (the International Atomic Energy Agency in Vienna).
The CTB treaty does not require such inspections and therefore you could
sign up for CTB, build your bomb, and still get your international seal of
approval. That isn't what you want; you want them to sign the NPT which
requires an inspection, which will be as much of a deterrent as possible.

The threshold test ban treaty was signed after a very short negotia-
tion period in 1974. It has a technical annex that requires the exchange
of considerable geophysical data, which brings your profession to the front
to tell us what it is we should ask for. The TTBT contains a problem, not
in the preamble, but in Article 1 which states that the parties to the treaties
shall continue their negotiations toward the end of a CTB. This would be
legally binding, however, our lawyers indicate that it doesn't tell you when
to move forward. There is another problem in that the treaty calls for each
side to furnish the other with calibration data of the yield of a pair of ex-
plosive devices, which is spelled out in some detail, to be conducted in
designated high-yield weapons testing areas. It doesn't provide any way
to verify that they gave you the right yield.

The TTBT is on the middle burner right now. Ts administration has
decided that the accuracy which we accepted in 1974 is insufficient, i.e.,
plus or minus a factor of 2 in yield. Which means that if the central value
from our national seismic net is 200 kt, the true yield is between 100 and
400. A simple multiply by or divide by 2 is the kind of layman's language
we need in Washington. What the Soviets have done is consistent with their
exceeding the treaty limit and consistent with not exceeding this treaty.
This administration has decided that we should tighten up this uncertainty,
perhaps by finding some way to get some calibration data that has meaning
and to get better geophysical data or better calibration of the seismic nets.
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This would require discussion and renegotiating, to provide more technical
data of some consequence. Hal's example of his scientific discussions with
the Soviets 15 years ago reminds us they will have to be very careful,
because if they came to a conclusion that the data they might give to the
U.S. shows that they were cheating, they are not going to agree to pro-
viding such data.

If the U.S. says yes, the correct data does show that you have been
cheating, you could imagine what ldnd of a long-term discussion that would
be. However, the Soviets have refused to come to the table at all, which
may be the best solution of the problem for the moment. This situation
illustrates how the political perception of what's adequate verification for
one treaty sets precedent for the next treaty. TTBT only took a few months
to negotiate once we decided to do it and it was agreed that 150 kilotons
would be the liMit. However, the Soviets had a large peaceful nuclear ex-
plosion program by which they hoped to dig a large canal which was to
move the water from a north-flowing river to the south; sounds like Califor-
nia's version of rerouting the Columbia River. They had to cut through a
few mountain ranges, which they were going to do with nuclear explosives,
and they wanted some way around the limit of 150 kilotons. The Peaceful
Nuclear Explosions Treaty, which Warren Hechrotte helped to write in
Moscow, was probably the most complicated technical treaty we have ever
negotiated. It discusses considerable technical detail, including much geo-
physical data, and a complicated operational plan. As an example, taking
pictures in the Soviet Union is a sensitive subject. Therefore, in order to
get an agreement they would take the pictures with a double-lens polaroid
camera and two pictures would come out with each side getting one, but
we were never allowed to hold the camera. The question of measuring the
yield of these large peaceful explosions which could be fired concurrently
arose, thereupon a hydrodynamic-yield measuring scheme was put on the
table for the Soviets. This involves using a coaxial cable it gives you a time
vs. length history of the crushed cable which is related to the yield as long
as the emplacement geometry is good without any big voids. Also, local
seismic nets were going to be needed in the area to measure other special
seismic phenomenon. As you can see, a lot of our specialties were involv-
ed there. From a political standpoint, we had a problem with the equip-
ment required to make all of these measurements. Since the Soviets were
sure that some of our equipment might be bugged, we agreed to bring two
trailers so they could take one home and examine it while we used the
other one. That's expensive. Anyway, the two treaties were signed and
sent to the Senate for a hearing in the fall of 1976 and later they were set
aside so as not to interfere with work on CTB when the Carter administration
ca-ne in. They have been signed but never ratifed, a point the Soviets keep
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pressuring us on.
In the spring of 1977 1 was involved in the president's review memoran-

dum study which made it dear that we were going to attempt a negotia-
tion. Some of us felt it was slightly steam-rollered, however. A review was
put together which said yes in principal, that we could find some form of
verification and here were some ideas, therefore a decision was made to
start a negotiation. In the summer of 1977, the U.S. and the USSR met
first and in the fall the UK joined us for all subsequent discussions. The
U.S. and USSR started the treaty negotiations with two different views
of the principal issues, however, the U.S. and the UK were basically in
agreement on most parts. For us the duration was to be unlimited with
a five year review and would continue unless it is decided to stop. The
USSR wanted it to be 3 years and it would continue depending on joining
by others, which meant France and Chma. They were not part of the negotia-
tions and everyone felt that France and China would not join; therefore,
some of us felt that the Soviets were asking for a 3 year moratorium with
a legal way of walking out which the U.S. would not buy. We spent a lot
of time that first fall arguing about the military benefits of peaceful nuclear
explosions. There are two forms of benefits; one n the infrastructure; i.e.,
your test and theoretical personnel, as well as your whole-laboratory struc-
ture, would have real experiments to do. There is something meaningful
there to keep them gning. Most of you know what it means to have ex-
periments for your science. Well, the same is true of weapon design per-
sonnel. We felt that since we had no PNE program in the United States,
as it had died a natural death from economic and environmental reasons,
therefore, we could not agree to the Soviets being able to keep up their
infrastructure and laboratory confidence. Secondly, the devices could con-
tain within themselves technical experiments known only to the Soviets.
However, some people ask why don't you open the device and examine
it. A physical examination doesn't really tell you what's in a nuclear weapon,
you have to find the scientist that did the original drawings. There really
wasn't any given in the U.S. position and the Soviets finally understood
it, so that in November they agreed on a moratorium on PNE's which would
run as long as the treaty, provided we would agree to separate negotia-
tions on finding a means to solve the PNE problem. We told them there
was no solution but they said okay; we will agree anyway. Concerning on-
site inspections, the U.S. wanted them to be mandatory; the Soviets wanted
them voluntary. The question of seismic stations, numbers, kinds, loca-
tions, were at that point fairly open on both sides.

By December 1977, we came up with a couple of other problems. the
first involved the question of so called "permitted experiments" or "what
is the definition of a nuclear test?" This definition has eluded physicists,
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lawyers, and politicians ever since it was first discussed. Any definition will
be completely arbitrary. Remember, this is a multinational treaty; so define
an experiment that doesn't legalize the other 150 nations to do something
you don't want them to, however that you want to do yourself. What wor-
ried us most was what the U.S. 'would be permitted to do, rather than
what it was the Soviets could do as we had no way of monitoring very small
explosions.

The question of verifying large chemical explosions arose. The Soviets
use very large chemical explosions (about a kiloton or larger) mostly for
mining and we were concerned about the verification aspects of these. On
the political side we decided to provide the treaty with two tracks- same
as the CW (Chemical Warfare) treaty. Namely, a multinational treaty with
arrangements for any parties to make private arrangements for extra verica-
tion measurements. We were also working on a three-sided arrangement
with the Soviets and the UK. We now began a discussion on the question
of the number of seismic stations, data retrieval and authentication. The
signal coming from the stations would not be encrypted but authenticated.
We started working groups at this point, which changed Hechrotte's life
as he became chairman of the technical group, which continued for two
years with endless discussions on various subjects. We also came up with
the concept of the international seismic data exchange system which would
be a worldwide open system for everybody. Whatever else that we would
negotiate with the Soviets would be separate-it could be complementary,
too, but ii would be separate. The Soviets reminded us from time-to-time,
as they still do today, that national tehical means, i.e., our own seismic
n-ft plus ISDE, were really all that was necessary for verification of a trea-
ty. In the Soviet view on-site inspection was a political necessity only to
the U.S.-they said we really don't need to do this, but we understand
it's politica necessary. In January 1978, the U.S. shifted to vokintary OSI's.
The Soviets then said that all these national seismic stations (NSS) had to
be nationally manned. We were considering maiing the stations interna-
tionally or bilaterally but they said no, it would be our own people. War-
ren's working group on OSI's were beginning to draw on the PNE treaty
details for the rights of inspectors. The Soviets concern over black boxes
came up constantly. Another interesting question arose; namely if you want
to make an on-site request, it was agreed you would have to have some
reason-you couldn't just say you would like to go. They were insisting
that seismic data must be included.

They said no spy stories from the Washington Post it must include
seismic data, however, we insisted it could be data from anywhere. These
discussions highligh another Soviet way of doing business, which was to
leave all these details on the on-site inspection activities to a joint consultive
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commission that would work them out later. There is a counterpart to this
idea in t!e Standing Consultive Commission for the ABM and SALT I
treaties. The U.S. believes it is necessary to get most of the details
worked out before the treaty is signed because it is tough going after that
to ask for something that requires them to give very much.

In the summer of 1978, we finally came to understand the national
security consequences of a CTB. Notice I haven't said anything about them
until now. That is because they really weren't well understood. During the
first year and a half of the negotiations, the weapons labs began to face
the question of what would happen if we actually implemented a full CTB
with no testing. They pointed out that inevitably you would lose confidence
in the reliability of the nuclear stockpile. Can you imagine the reaction of
the military who say, "Look, we break our backs to make the rockets work,
the communications work, the targeting work, and you want us to agree
that its alright to not be sure the weapon is going to work"? As you can
see, this idea is not conducive to support by the armed forces. There en-
sued a debate in the U.S. over whether you can ensure reliability without
testing. There are several letters to the President from weapons experts
which said yes, and others from the lab directors, as well as other
knowledgeable people, who said no, which was persuasive to the pcJitial
authority in Washington. Therefore, the U.S. shifted to a fixed five-year
treaty with the possibility of testing afterwards. You can understand what
this might do to the nonproliferation regime if countries signed up for only
five years. In my view this completely negates any nonproliferation benefits.
There is no middle ground for this treaty. It's either black or white; you
can't have it both ways even though we tried. We also tried to define a
criteria for high explosives, i.e., what is a reasonable size and rate of fire
for high explosives activities that would require verification provisions. This
is another example of polifical/technical interaction.

By this time, we had gotten to the point where we were trying to get
the Soviets interested in the U.S. design of the NSS stations which Sandia
Corporation had under development. Paul Stokes, who is in the audience
today, came to Geneva and over a period of three or four days gave an
extremely detailed set of briefings with stacks of documents to the Soviets.
We then proposed a total of 15 single borehole stations, with a later upgrade
to include arrays. Based on this number we gave them a layout in the Soviet
Union based on assumed noise levels, which meant you had to eventually
find out if the noise levels were correct. By this time, the U.S. proposed
a three year treaty based on our concern for national security. It isn't well-
known, but the U.S. has had stockpile failures, the most important being
connected with the subrnine fleet. People believe that if you have degrada-
tion in the stockpile, it will affect all systems. Not so. It's generic to only
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one system. You can lose 50% of a system over a short interval of time,
however you don't necessarily lose any other system. You don't have an
overall degradation, rather you have a specific warhead degradation and
that's important to understand, because if it's a strategic deterrent system

like the submarine that is very important.
Returning to the question of monitoring chemical explosions, the Soviet

Union, which utilizes chemical expsions in many government departments,
stated they would have to create a new bureau; therefore, they were not
interested in talking about verifying chemicals explosions. When the U.S.
proposed ten stations in the Soviet Union in conjunction with a three year
treaty the USSR said they would accept ten in the Soviet Union, ten in
the U.S. and of course ten in the UK and their territories. Their position
created a serious impasse. We had predicted that they wouldn't ask for
any stations in the UK however, maybe one, not ten. After much considera-
tion the UK, with U.S. support, agreed to accept only one. The Soviets
then picked ten locations, several of which are no longer under UK con-
trol. They indicated that if we didn't want to agree to 10-10-10, then any
other set of equal numbers would be of interest. They said equal participa-
tion required equal responsibilities. The Soviets also indicated they were
not going to use any U.S. manufactured NSS's and would not discuss them
in any detail until the British changed their position. The U.S. and UK viewed
the Soviet position as pure politics with no technical justification.

The Soviets came to the U.S. in the summer of 1979 and spent a week
with us. We took them to the operating seismic station at Tullahonma, Ten-
nessee, then to Albuquerque where they spent 2 or 3 days with the Sandia
Corporation to discuss in detail the NSS. This was followed by a visit to
the Boston area and Alexandria, Virginia, to discuss data handling. Several
discussions were held in Geneva concerning a possible joint cooperative
program involving one of these NSS stations. The Soets indicated a desire
to purchase 2 sets of the main components of the NSS. However, that
really didn't get anywhere because of their invasion of Afghanistan and our
nonratifimtion of SALT I1. The negotiations were further influenced by the
upcoming U.S. election resulting in no further progress.

As you know, the current administration has not agreed to resuming
the trilateral negotiations even though the Soviets proposed them many
tines. Our present position is that until we have a deep and verifiable reduc-
tions in deterrent forces, nuclr testing is too unportant for national secuity.
Also, there are several new carrier systems which require new warheads
which are needed to counterbalance the Soviet threat. Furthermore, the
safety and security of our device/weapons needs to be improved. There
are many ideas to make a weapon extremely safe from fire and crash in
an accident; or safe from terrorism. To make this improvement will
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require rebuilding the primary which would require testing.
When the Limited Test Ban Treaty was ratified it was decided that

the U.S. would have a four point safe-guard program: (1) vigorous labs;
(2) vigorous underground testing; (3) standby testing capability for at-
mosphere; and (4) better verification. Number 4 is the source of much of
the money that was for support of seismological community for a better
understanding of detection and identification. There will have to be a counter-
part safeguard program for CTB. The question of how you keep a lab ac-
tive raised the issue of pented experiments. Our experience with prepara-
tion for resumption of atmospheric testing (item 3) is an example of what
happens to your budget when nothing is going on, it just disappears.
However, in this situation I think that seismic verification might get added
support. The U.S. government never did finish the CTB safeguard pro-
gram because the treaty didn't get far enough along. The CTB safeguard
program would be a collection of what is technically needed, and is politically
accepted. We had many debates about how the safeguard programs would
allow some permitted experiments. We considered the question of shut-
ting down the Nevada test site completely, because if we were to have
a drill rig running there, it might be a symbol of getting prepared to do
a test and break out of the treaty.

I have tried to show you how science and politics came together to
change the course of events during a treaty negotiation. This will apply
to almost every treaty we are doing including START, INF', and especially
a CW treaty which has the most diffcult verification challenge I have ever
seen.
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VELA Overview: The Early Yerre of the
Seismic Research Progra-m

Carl F. Romney

On April 23, 1959, the President's Special Assistant for Science and
Technology, Dr. Killian, met with Atomic Energy Commission Chairman
McCone and Deputy Secretary of Defense Quarles to discuss the recom-
mendations of the Berkner Panel (on seismic improvement) and the
Panofsky Panel (on detection of high altitude nuclear explosions). At this
meeting it was decided to implement the programs of research recom-
mended by these panels for improving national capabilities to detect and
identify foreign nuclear explosions conducted in the two difficult en-
vironments. The Department of Defense was assigned the primary
responsibility for these national efforts, with support to be provided by
the AEC and NASA. This was the key decision of 25 years ago that laun-
ched the "VELA Program", as it was named when the Secretary of
Defense assigned responsibility to the Advanced Research Projects
Agency.

The problems that set the initial directions for the program had their

foundations in technical and international political events that occurred
prior to 1959. Similarly, the subsequent course of the program was in-
fluenced by political developments - especially those associated with
negotiations for nuclear test ban treaties - as well as by technical
developments within the research program. I plan to recount some of
those developments and events that were important in shaping the course
of the VELA seismic program or its output of advice to policy levels of
the government. These developments will often not be those that might
be selected as the major technical highlights as gleaned from the technical
journal literature, but rather reflect a view from within the government
of some of the things that seemed to be important at the time. Because
of the size and diversity of the program and the limited time available,
I will be able to present only a few examples of the work that went on.
Most of what I will cover has been taken from the official records and
archives and from collections of technical documents that I assembled
from time to time because they were useful reference materials in ex-
plaining the research (and justifying the budget) or advising policy-makers
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associated with test ban treaty negotiations on capabilities and limitations
of seismic methods.

I will concentrate on the early phases of the VELA seismic program
with the expectation that these parts are least familiar to most of the
audience, and that the topical state-of-the-art reports to follow will bring
the main technical threads of the program up to date. Table 1 provides
a chronology of some of the key events that led to the establishment
of the research program.

Background
Early test ban discussions. Fundamental differences between the

Soviet Union and the United States on verification of a possible nuclear
test ban treaty were clearly evident as early as 1955-1956. U.S. pro-
posals for a test ban included provisions for monitoring such a treaty.
The Soviets, on the other hand, asserted that it was "possible to detect
any explosion wherever it may be set off"* and consequently there was
no need for special verification measures.

While this was probably an accurate perspective from the point of
view of a closed society looking at an open society, the reverse was net
true and prudence indicated that the U.S. would require highly sophisti-
cated technical monitoring means to give it even approximate parity with
the USSR's ability to monitor the U.S. from open sources.

RAINIER Explosion. Capabilities and limitations of methods for
detecting atmospheric nuclear explosions were relatively well known and
tested by the mid to late 1950s. Little was known about underground

Table 1. Background

1955-1956 Early test ban talks foreshadow research need

Sept 1957 RAINIER explosion: technical start
Jul-Aug 1958 Geneva Conference of Experts
Aug.Sept 1958 Johnston Island, ARGUS high altitude tests - subsequent

Soviet tests
Oct 1958 HARDTACK I underground tests
Oct 31, 1958 Negotiations begin, moratorium on testing
DEc 1958 llerkrie dfid PariufakY WICaIic IW~ILed, iCPVuL W14aUiOM1

and recommendations in Mar 1959
Jan 1959 "New Seismic Data" (HARDTACK 11) tabled in Geneva
Apr 23, 1959 Berkner, Panofsky research assigned to DoD
Sept 2, 1957 Assigned to ARPA, funded $9.6M

*Letter of September 11, 1956, from Premier Buiganin to President Eisenhower. Italics
added.
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and high altitude nuclear explosions. RAINIER, a 1.7 kiloton nuclear ex-
plosion in September 1957, produced the first direct experimental data
on underground nuclear explosions. It was detected at about 2/3 of the
seismic stations within 600 kilometers and at only three stations beyond
1000 ilometers. Its magnitude (ML) was initially estimated as a 4.25
based on data from seven local stations equipped with Wood-Anderson
seismographs. It looked like a normal earthquake (Fig. 1), with strong
SH waves (a phenomenon still poorly understood) and no apparent in-
dication of its explosive origin. RAINIER established that detection of
low yield underground nuclear explosions at long ranges could be dif-
ficult, and that identification could be an even more serious problem.

Geneva Conference of Experts. Eight months later, in July of 1958,
the "Conference of Experts" convened in Geneva to advise the govern-
ments of the eight participating nations on technical aspects of nuclear
test detection and identification. By the end of August, the "Experts"
had discussed and agreed on observables from nuclear explosions in the
atmosphere, underground, and underwater. They defined apparatus for
detection, and described and outlined the capabilities of one specific net-
work of "Control Posts" for consideration by governments (Table 2).
They did not propose the network for implementation, nor describe it
as adequate. Methods for monitoring high altitude and near-space ex-
plosions were left as unfinished business. Evasive testing methods were
not considered, by and large.

The RAINIER explosion played a large role in the experts' delibera-
tions on monitoring underground explosions, as its specific applicability

RAINIER Seismic Waves

E-W .. ..

N-S 7

Fig. 1. Seismic waves from the RAINIER explosion recorded at Tinemaka,
Califoria, 180 km almost due west. Note large transverse motion.
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Table 2. Conference of Experts

Discussed detection methods and defined capabilities of a network of 170-180

Control Posts, 10 ships and aircraft debris sampling

AtmosPherie Tests: 1 kt at ( 10 km identified with good probability

Undenter Tests: Detect 1 kt in deep open ocean; identification
sometimes impossible

High Atitude Tests (above 30 kin): No conclusions; potential methods
outlined

Undrrground Tests: Most difficult; determines spacing of control
posts; 10 element SP arrays in 3-km area; 3
component LP, SP, BB seismographs; detect
(quiet sites) 1 kt under RAINIER coupling; iden-
tify 90% of quakes equivalent to 5 kt (first moo-
tion); on-site inspection may be required on
20-100 events per year; amplitude varies as 2/3
power of yield

and uniqueness justified. Its magnitude became the most important basis
for estimating the number of natural seismic events that would produce
signals of equivalent size, and that would have to be identified as earth-
quakes as part of the monitoring activity. Published formulas were used
to relate the local magnitude, ML, (as measured from RAINIER), to the
teleseismically determined "unified magnitude," mb, (as used for the
lower magnitude events in "Seismicity of the Earth," the source of
seismicity data used by the U.S. delegation). These formulas implied that
mb > ML.

It was agreed on theoretical grounds that the seismic amplitudes from
explosions at other yields should vary as the 2/3 power of the yield. Iden-
tification was to be based on the direction of first motion, and it was
estimated that a signal-to-noise ratio of two would be required. Other
potential identification methods were discussed, but there was insuffi-
cient information available to assess their applicability. It was agreed that
not all events could be identified, and that 20-100 events per year might
require on-site inspection. The fact that the Soviets had agreed to the
need for on-site inspections was widely hailed as a breakthrough,
establishing a precedent for other arms limitation agreements in the future.

Some members of the U.S. delegation had suggested that "decoupl-
ing" of underground explosions might be possible through packing rub-
ble around the explosive device. Further analysis showed that that specific
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method was flawed, however, and the U.S. presented a technical report
at the conference showing that the method would not work and casting
doubt on the general concept of decoupling.

It was concluded that underground tests would be more difficult to
monitor than tests in other media and that seismic monitoring re-
quirements would largely determine the locations and numbers of "Control
Posts." These were to be spaced at 1000 km intervals in seismic areas,
and at 1700 km intervals in aseismic areas. This was to insure that three
or so stations would be within P range from most events, an(* that ad-
ditional stations would be in the strong signal zone betw,-en about
1700-2500 km from the event where mantle P waves first emerge.

New Seiamic Data. Two months later, well-calibrated seismic
stations were deployed in the U.S. to record the underground nuclear
explosions of the HARDTACK II series, which included two explosions
substantially larger than RAINIER. The resulting data placed test detection
seismology on a far firmer footing than had been the case at the time
of the Experts Conference, but the net result wa% to expose greater detec-
tion and identification problems than had been previously estimated. One
unexpected result was that the amplitudes of P, decreased as the cube
of the distance in the first 1000 kin, implying greater detection difficulties
than anticipated at representative distances within the detection network
described by the Experts. The first motion decreased with distance even
more rapidly and was, therefore, smaller than expected relative to the
maximum amplitudes of P,, at the greater distances. Apparent rarefac-
tions were observed. Long period Love waves were recorded as far away
as Resolute Bay from the larger explosions. While the short period S
waves could qualitatively be rationalized as resulting from scattering of
P, the existence of earthquake-like long period shear waves suggested
fundamental problems in seismic wave generation from explosions.

Two of the explosions, LOGAN and BLANCA, were large enough
to permit measurements of magnitude, mb, from directly observed
teleseismic P waves, and ML, was measured at local stations. It was
found that mb = ML, contrary to the published formulas used at the Ex-
perts Conference, as a basis for estimating the seismicity background
problem. The consequence was to reduce the estimated mb for a given
yield, and hence to increase the estimated numbers of equivalent earth-
quakes. Further, based on the average ML from the 10 stations equip-
ped with Wood Andersons that recorded the larger explosions, the relative
ML measurements at seven common stations indicated that the value
for RAINIER should be revised downward to ML = 4.1. This was the
first serious example of network magnitude bias caused by the use of
only the larger (detectable) signals from events near enough to the detec-



C.F. Romne 43

tion threshold that the full range of amplitudes was not sampled - a prob-
lem that continued to plague the VELA program, producing many
misleading results for many years. The predicted amplitude versus yield
relationship (Acx Y%) was experimentally shown to be incorrect; the
observed first power relationship between amplitude and yield (Fig. 2)
implied that low yield tests would be more difficult to detect than previously
predicted. In short, detection of explosions would be more difficult than
anticipated; at a given yield the reduced magnitude implied that they would

be mixed in with more earthquakes than previously estimated; and the
principal known method for discriminating between earthquakes and ex-
plosions was less effective than anticipated by the Experts.

The Berkner Panel. One response to this information was a re-
quest by the Department of State to the Special Assistant to the Presi-
dent for Science and Technology, to review these conclusions and recom-
mend a course of action. Dr. Killian formed the Panel on Seismic Im-
provement as a result of this request. The Panel, chaired by Lloyd
Berkner:

* confirmed the HARDTACK II conclusions and endorsed them
as a better basis for treaty negotiation than the Experts'
conclusions;

* defined potential detection and identification methods that might
improve nuclear test monitoring capabilities (including the foun-
dation for the M.:mb criterion);

* reviewed and confirmed recent work which indicated that a
nuclear explosion in a sufficiently large air-filled cavity would

Fig. 2. Nornalized P wave
amplitude from HARDTACK * Temporary stations
U explosions and RAINIER. o Tinemaha /.g
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be decoupled by a factor of 100 or more relative to a tamped
explosion like RAINIER;
proposed a national program of research at about $25 million
annually to address these problems (see Table 4).

The Berkner Panel report was published on 31 March 1959. A
research charter was given to the Department of Defense as previously
mentioned, and initial funding was made available to ARPA on 2 September
1959.

Early Effects of Test
Ban Negotiations on VELA

Technical Working Group 11. Meanwhile, in Geneva, trilateral
negotiations (the U.K., U.S., USSR) on a comprehensive nuclear test
ban treaty were proceeding, and the negotiating countries had pledged
a moratorium on nuclear testing. The HARDTACK II data had been
presented by the U.S., and the USSR had refused to consider them within
the framework of the negotiations, stating that the report of the Experts'
Conference constituted the only technical basis for the treaty. The Soviets
finally realized that they must take the new data into consideration, and
consequently "Technical Working Group II"* was convened on 22
November 1959 under a charter from the test ban treaty conference to
report on "the use of objective instrumental readings" for monitoring
a test ban treaty. See Table 3 for a chronology of events during this period.

Between 25 November and 18 December 1959, the TWG II scien-
tists of the three countries reviewed the HARDTACK II data (the 19 kt
BLANCA explosion, incidentally, had been detected at only three
stations inside the USSR, according to the Soviet reports). The decoupling
concept was presented, along with preliminary confirming experimental
data from the U.K. (the U.S. COWBOY experiment was too late to
affect the discussions - the first shot took place the day before TWG II
adjourned), and various seismic identification criteria were presented and
analyzed. No detailed agreements were reached, and each of the three
scientific delegations of TWG II reported separately to the Conference.

However, it was clear that all recognized problems in discriminating
between earthquakes and explosions, that improvements beyond the
system described by the Conference of Experts were desirable, and that
the decoupling concept was sound in principle. The feasibility of conduct-
ing decoupled explosions was strongly questioned on engineering grounds
by the Soviets, and they also did not accept that the estimate of the

*Teciuical Working Group i had met in August to report on high altitude detection.



C.F. Ro ney 45

Table 3. Events in Early VELA Period

Aug 1959 TWG I (h. alt.) report
Nov-Dec 1959 TWG II (seismic) report

- HARDTACK II data
- Identification criteria
- Decoupling
- Improvements

Dec 1959 ORPHEUS, COWBOY decoupling tests
Mar 1960 Agreement on M 4.75 threshold

- Moratorium below M 4.75
- Research program

May 1960 Seismic Research Programme Advisory Group
- Summit meeting collapse, repudiation

Jun 1960 Soviets "consent" to U.S. research, veto power

Jul 1960 Soviets agree to 15 Control Posts in USSR

number of earthquakes equivalent to an explosion of given yield should
be revised upward as a result of the HARDTACK II data. The U.S. revi-
sion downward of the RAINIER magnitude estimate was a particularly
contentious issue, and elaborate arguments were presented by the Soviets
purporting to show that the teleseismic magnitudes of all shots were larger
than the U.S. interpretation implied. The failure to detect BLANCA,
mb = 4.8 by the U.S. estimate, at more than three Soviet stations did
not seem to dampen these arguments. All parties agreed that, in princi-
ple, identification criteria based on focal depth and the occurrence of
foreshocks and aftershocks could be formulated, although specific iden-
tification criteria could not be agreed to at the time.

In spite of the inability of the three nations to reach detailed technical
agreement, all understood that there were significant seismic verifica-
tion problems. This led to agreement in principle in March of 1960 to
a treaty providing for a magnitude 4.75 threshold on underground nuclear
testing, a moratorium on tests below that level, and a joint program of
research on detection and identification of underground explosions.

Seismic Research Programme Advisory Group. As a consequence
of the latter point, the "Seismic Research Programme Advisory Group"
met in Geneva between 3 May and 30 May 1960. Scientists of the U.S.,
U.K. and USSR presented proposed programs of research, including
underground nuclear and chemical explosions. The developing VELA pro-
gram was described in detail, as were suggested programs by the other
countries. While Ambassador Tsarapkin had previously declared that the
USSR had no objection to a "strictly limited" nunber of underground
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nuclear explosions for research, the Soviet scientists made it clear that
none would be conducted by or on the territory of the USSR.

After several days of interaction and joint planning, the three scien-
tic groups were in essential agreement on a set of coordinated research
programs. As an example of the give-and-take that occurred, the Soviet
scientists criticized the U.S. explosion program for having too few mobile
seismic recording stations; the U.S. took this advice and the consequence
was that VELA's "Long Range Seismic Measurements" (LRSM) pro-
gram increased the number of stations from 20 to 40. A report on the
coordinated programs reached an advanced draft stage, and there was
general optimism among the scientists that an important joint research
program would actually result from their recommendations. However,
as an aftermath of the recent collapse of the summit meeting (Eisenhower
and Khruschev) the Soviet scientists were abruptly instructed to
withdraw. They appealed unsuccessfully.

Two weeks later the conclusions and recommendations of the Soviet
scientists were repudiated by Ambassador Tsarapkin. He also "con-
sented" to the U.S./U.K. research, but insisted that it must be agreed
to by the USSR. He served notice that the number and type of explo-
sions, and the manner in which they were conducted, must be approved
or the USSR would resume nuclear testing. Decoupling tests would be
vetoed.

Early VELA Results
Initial goals. The VELA program, reshaped and sharpened as a

result of interaction with our scientific colleagues of the U.K. and USSR,
was off to a good start, with well-defined objectives and approaches.
Initial major goals were to lower the detection threshold, develop effec-
tive identification criteria, and develop on-site inspection techniques. The
third of these goals included an associated goal of improving seismic loca-
tion accuracy. The specific task organization and funding to meet these
goals are given in Table 4, which compares the Berkner Panel recom-
mendations with the ARPA program, as modified during the Seismic
Research Programme Advisory Group meetings. Details of the planned
explosion programs are shown in Table 5. A chronology of events that
influenced the program during this period is given in Table 6.

Fundamental research. Although the explosion program and the
development of new detection and analysis systems were the major items
in the VELA underground program (Table 4), it was known from the
outset that a strong and sustained fundamental research program would
be required. The Berkner Panel was particularly dear on this point, noting
that the seismic monitoring problems that had been exposed stemmed
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Table 4. Research program (2 years)

Berkner AkPA
Panel (SPRAG)

30 March 1959 11 May 1960

World-Wide Standard $ 2,250 K $ 3,375 K
Seismological Network

Generation and propagation 8,700 K 8,550 K
of seismic waves

Detection methods 3,600 K 4,850 K

Systems development 13,200 K 10.050 K
Large nuclear and H.E. 24,000 K 45,000 K

detonations
On-site inspection - 2,100 K

=$52,000 K =$74,500 K

from the lack of fundamental knowledge of seismic wave generation, pro-
pagation and detection - in short, the classical problem of seismology.
Consequently, even before the program was funded and assigned to
ARPA, AFTAC had notified the University community on the Berkner
Panel recommendations and the decision of DoD to implement the pro-
gram. Most of the major institutions involved in seismology had responded
with proposals and were provided with funds soon after the formal ad-
ministrative and management structure of VELA was established. The
increased funding available for seismology seeded and matured what
became a major expansion of seismology and a continuing source of new
ideas and new understanding of nuclear test detection and identification.

New seismic measurement capabilities. Much of the initial effort
under VELA went i,.to the construction and deployment of new seismic
measurement systems and networks. Perhaps the most notable of these
programs was the development of the Worldwide Standard Seismic Net-
work (WWSSN) - an ambitious program, well-executed by the U.S.
Coast and Geodetic Survey, for establishing 125 new high quality seismic
stations. Forty of these stations were operating by 1962, giving
seismologists the ability, for the first time, to study seismic events
recorded globally by calibrated instnuments with common, known response
characteristics. Major effort was also going into development of a U.S.
network of "Geneva arrays" to experimentally test systems of the type
recommended by the Conference of Experts. Forty mobile recording
systems of the Long Range Seismic Measurements (LRSM) program
were rapidly constructed to keep pace with the largest VELA program
of all: the explosion program (Table 5). Both the Geneva arrays and the
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LRSM systems included magnetic tape recording capability - a first on
such a scale. All of these seismic measurement systems were soon to
produce data providing greatly improved understanding of long range
seismic effects of explosions. But, with one exception, not from the ex-
plosion program as planned.

Teuting resumes. On 30 August 1961 the USSR abruptly an-
nounced that it would no longer adhere to the moratoritun on testing that
began it the start of thr nuclear test ban treaty negotiations, and im-
mediately began the largebt atmospheric nuclear weapons testing series
that had ever taken place. The U.S. responded with a token explosion
of its own two weeks later (ANTLER, an underground explosion of 2.6 kt,
15 Sept 1901), followed by other low yield underground tests leading
up to full scale testing during the next year. Underground testing also

Table 5. The DoD/AEC nuclear-chemical explosion program
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Table 6. Events in early VELA period

Aug 1961 Propose 3 O.S.I., veto powers
Aug 30, 1961 Soviets resume nuclear testing
Dec 1961 GNOME, FISHER explosions
Feb 1962 Semipalatinsk explosion
May 1962 Sahara explosion
Jun 1962 Revised seismicity estimate for USSR
Dec 1962 Soviets propose 3 "black boxes," quota

2-30.S.1.
Jul 1963 LTBT signed in MoscowISafeguard D

began in the USSR in October and, in November, France conducted its
first underground test in the Sahara. Data from these and especially the
larger nuclear explosions that followed, as recorded by the new seismic
systems, were prompt and dramatic.

GNOME. Perhaps the most geophysically revealing explosion was
the GNOME shot in December of 1961. GNOME, a part of the U.S.
Plowshare* program, was an explosion of 3.5 kilotons in salt near
Carlsbad, New Mexico. It was announced well in advance and numerous
"volunteer" stations obtained recordings that supplemented the LRSM
recordings (Fig. 3).

The observed travel times showed unexpectedly large regionally cor-
related departures from the standard Jeffreys-Bulen tables. There were
corresponding effects on the amplitude of P and L , for example, 1n
amplitudes decayed inversely as the third power of the distance to the
west, and as the square of the distance to the east. These measurements
established in an unequivocal way major upper mantle differences be-
tween the eastern platform region of North America, and the tectonic
region west of the Rocky Mountain front (Fig. 4) - a notion that con-
tinues to color our thinking today.

Alluvium coupling. FISHER, a 13 kiloton shot in alluvium at the
Nevada Test Site (NTS) occurred one week earlier and was recorded

by the same LRSM stations that recorded GNOME. Pre-shot predic-
tions were of unknown reliability, but included predictions that an explo-
sion in a low strength material would be better coupled than an explo-
sion in relatively strong salt. A dircect comparison of GNOME and FISHER

'Nuclear explosions detonated for peaceful purposes.
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Fig. 3. Deployment of seismic stations for the GNOME explosion, 3. kt in
salt near Carlsbad, N.M. Solid circles show locations of LRSM stations.

P., amplitudes at identical stations along the GNOME-Nm profile (Fig. 5)

could be made to measure the alluviunilsalt coupling ratio. P, exhibited
the same travel timnes and inverse third power amplitude fall-off rate with
distance as did GNOME, but when adjusted for the yield difference, the
alluviim shot produced signals 40 timm smaikr than the shot in salt!

It was an unexpected and disturbing result. The implications for

evasive testing seemed obvious and were of concern to those conduct-
ing or guiding the test ban treaty negotiations. The capabilities described
by the Experts in Geneva clearly needed redefining, but any attempt to
do so could be extremely disruptive to the negotiations. Our ability to
understand seismic coupling was shown to be primitive, if not unsoundly
based. Quite evidently the measurement and analysis of seismic data from
underground nuclear explosions would need to remain a major part of
the VELA program for some time to come.

As more data accumulated, a general picture of seismic coupling began
to emerge. By early 1983, Raier Mesa and Yucca Flats were experiment-
ally differentiated on the basis of coupln (Pig. 6), and "hard-rock" coupl-
ing (granite, salt) seemed even stronger than coupling in alluvium or tuff.
The observed differences were known to he correlated with strength
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Fig. 4. Travel times for GNOME clearly show profound difference in propaga-
tion east and west of the Rocky Mountains Front.

an.d seismic velocities. The roles of porosity and water had not been

established because there had been no shots large enough to require
emplacement below the water table in Yucca Flats where these effects
subsequently became apparent. Very little teleseisinic data was available

at the time Fig. 6 was prepared because of the low yields and low coup-
ing of most of the tests, and the time required for assembling and analyzing
the seismic data. Consequently, the magnitude scale on Fig. 6 was in-
ferred from the measured magnitude of BLANCA (4.8 based on a hand-
ful of measurements) and an assumption that magnitudes for lower yield
shots would scale as the average P, amplitude normalized to 500 kmn.
The picture was to change for the better very shortly.

mb / yield relationship. Data from U.S. higher yield short, starting
with HAYMAKER on 27 June 1962, were collected from WWSSN and
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Fig. 5. , amplitudes at the same stations for GNOME (3.5 kt) and FISHER
(13 kt in dry alluvium). Relative amplitudes adjusted for yield show a coupl-
ing factor for dry alluvium 30 times smaller than for salt.
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Fig. 6. Early version of the magnitude vs yield curve. Average amplitude of
P, corrected to 500 km by the observed amplitude vs distance curve, were
plotted as a function of yield. Magnitudes were then inferred from the
measured magnitude (4.75) and yield (19 kt) of the BLANCA explosion, since
met of the other events were too small to produce well-detected teleseismic
signals.
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LRSM stations and analyzed as they became available. MISSISSIPPI,
100 + kt on 5 October 1962 was particularly important; although its P
and teleseismic P wave amplitudes were essentially the same as
BLANCA's, it was recorded teleseismically by many more recently in-
stalled stations and the data put the mb/yield relationship on a relatively
firm basis (confirming, incidentally, the prior U.S. estimate of mb for
BLANCA). Similar relationships between yield and both M, and the
amplitude of L. were developed at the same time. Contaminating effects
on surface waves, now attributed to tectonic release, were noted early
on (Fig. 7 shows an example, although recorded much later). These ef-
fects, together with the relatively poor M, detection threshold, made
the M, vs yield data a rather questionable basis for yield estimation. The
fact that the scatter in L. amplitudes was less than for P was also noted.

Seismicity estimate revised. Seismicity statistics for Asia and
other parts of the world, based on methods for P wave amplitude measure-
ment and magnitude estimation that were identical to those used on the
explosions, had also been accumulated. Of equal importance was the fact
that both the earthquakes and the explosions were recorded by a net-
work of stations having identical response curves Pnd known calibration
constants. Large explosions near Semipalatinsk (February 1962) and in
the Sahara (May 1962) were important in showing that the corrections
for distance in the magnitude formula (the so-called "B-factor") applied
to surface focus events as well as to the deeper earthquakes from which
they had been derived. For the first time, reliable numbers of earthquakes

WH2YK 4 Feb 76
Rayleigh

LPZ MM9 .26MU .L -- V. . ,-. . . . - vvv . . . .

1st Event Love
1000.00 MU " - --- " " ' -"- - --""- -"-"

Rayleigh

698.00 MU . . ... . .. . ..

2nd Event Love
LPT T-Al~
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Fig. 7. Large differences in the excitation of Love and Rayleigh waves from
two explosions of essentially the same yield and within a few km of one
another were recorded on 4 February 1976. Vertical and transverse com-
ponents at Whitehorse.
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as a function of mb could be compaed directly with explosions of known
yield without using conversion formulas relating mb to M, or ML. (In fact,
measurements of M, and ML for the same events failed to corroborate
the published conversion formulas except at high magnitude). The result
was that the estimated number of earthquakes equivalent to an explo-
sion of given yield was reduced by about a factor of 2. From the stand-
point of numbers of on-site inspections, this was highly significant and
the result was greeted as a breakthrough by those involved in test ban
treaty negotiations.

Epicenter location accuracy. Although results will not be described
here, on-site inspection research was an important part of the early VELA
program. This work had a strong impact on the seismological research
since it was evident that the effectiveness of most on-site inspection
techniques depends critically on the size of the area that would have to
be inspected. Accordingly, research on hypocentral location accuracy
became an important part of VELA. The Geiger method was soon ex-
tended to include a calculation of the 3-dimensional confidence ellipsoid
around the focus. These calcuations were experimentally evaluated by
applying them to precisely located explosions (Fig. 8) and as a result,
indications of location bias apparently associated with the source region,
as well as systematic effects of particular recording networks, were soon
apparent. Several explosions off the Nevada Test Site (SHOAL,
SALMON, LONGSHOT*) were conducted, in large part, to investigate
location accuracy. LONGSHOT demonstrated that biases of about
25 kilometers attributable to deep crustal or mantle velocity structure
were possible in teleseismically determined epicenters. The research also
demonstrated that small networks of detecting stations would be unable
to provide location precisions of 10 km or so (Fig. 9), independent of
biases, in regions uncalibrated by explosions at independently known loca-
tions. Another result of this research was a greatly improved travel-time
table for P, which has largely supplanted the traditional Jeffreys-Bullen
table. Research on location accuracy gradually faded from importance after
the signing of the Limited Test Ban Treaty in 1963, but it is clear that
problems stemming from unknown regional bias, or poor location preci-
sion for events recorded at only a few stations, remain for any future
monitoring system.

Detection methods and systems. One of the largest of the early
VELA projects included the establishment of a network of five seismic
observatories with short period arrays and other equipment as described

*Unfortunately for later research, the yield of LONGSHOT was never detenrined because
the stated objectives did not require it.
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by the Geneva Experts. The objective was to model and evaluate a part
of the network as agreed by the Experts. In July of 1960 the USSR agreed
to permit 15 Control Posts inside the Soviet Union, and the VELA pro-
ject to establish a network of array stations took on added importance
as an urgent effort to develop a prototype for deployment inside the USSR
and elsewhere. Key characteristics of these observatories were:

" stations to be separated by about 1000 km in seismic areas and
1700 km in aseismic areas

" equipment to include a 10 element short period array of ver-
tical sensors distributed over about 3 km

" equipment to include 3-component short period, long period
and broad-band sensors.

The resulting network and array geometries are shown in Fig. 10.
Two of the observatories, Tonto Forest Seismological Observatory
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Fig. 10. Configurations of various seismometer arrays at observatories con-

structed to evaluate detection capabilities of stations similar to those recom-
mended by the Conference of Experts.
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(TFSO) and Columbia Plateau Seismological Observatory (CPSO), had
larger arrays than the nominal 10-element array to support research on
array design. Several array geometries and processing schemes (inclxting
Weiner filtering and adaptive processing) were tested. Analysis showed
that the signal-to-noise gain was relatively insensitive to array design or
processing method, and that simple delay-and-sum processing was about
as good as could be done, provided that the sensors were far enough
apart that the noise was essentially uncorrelated. Signal-to-noise
improvements were about equal to the square root of the numbers of
sensors. At smaller separations noise correlation reduced the effectiveness
of the array.

Methods to eliminate noise caused by bouyancy effects on long period
seismometers were developed and tested as part of this project. Borehole
installation techniques for optimizing short period array performance were
also demonstrated. The observatories operated for several years, pro-
ducing much high-quality data on earthquakes and explosions for
discrimination research. Of greatest significance, the program provided
a sound basis for estimating capabilities of monitoring systems of the kind
discussed in test ban treaty negotiations, and the U.S. gained the ex-
perience required to specify seismic characteristics of Control Posts in-
side the USSR.

An associated program resulted in measurements of signal and noise
at various depths in a number of deep wells. The hope was that the short
period noise propagated predominantly as Rayleigh waves, and that quiet
conditions for detecting P waves would be found at depth because of
Rayleigh wave attenuation. Some of the early results were highly
favorable; signal-to-noise improvements of 20:1 were found at Grapevine,
Texas, for example (Fig. 11). However, in localities where the surface
noise level was relatively low (Elko, Nevada, for instance) there was
little noise reduction at depth. These experiments, together with the
studies of array performance, led to the concept that short period noise
consists of an irreduceable ambient component consisting of high velocty,
or "mantle P wave" noise, and a Rayleigh wave component confined
to the surficial layers and often having far larger amplitudes. In regions
where the Rayleigh component predominates a borehole installation may
out-perform a very large surface array.

Another technique for improving signal-to-noise ratios was based on
combining the outputs of a strain- and pendulum-seismograph. Various
combinations of horizontal and vertical sensors can be devised, in princi-
ple, to enrance selected wave types. For instance, theory predicts that
combined horizontal instruments should have directional discrimination
capabilities for propagating surface waves comparable to a large long-
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Fig. 11. Short period noise as a function of depth in boreholes. At noisy sites
employment of seismometers at depths of 0.5-1.0 km gives a signal-to-noise
improvement equivalent to a rather large array. More than 20 dB signal-to-
noise increase was observed at Grapevine, Texas, (GVTX) at 10,000 ft depth.
At quiet sites like Elko, Nevada, (EKNV) there was little signal-to-noise in-
crease with depth.

period array (Fig. 12), and experimental data on large events seems to
confim this. ThIe technique has not been useful at interesting amplitudes,
however, because instumentation and installation noise problems have
not been solved. Both this technique and the deep well technique could
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Fig. 12. Comparison of beam patterns of a long period seismometer array
and a combined penJulum and strain seismometer. Strain/pendulum pair has
theoretical azimuthai resolution and noise rejection characteristics com-
parable to those of a large seismometer a ray. Strain seismographs have, to
date, suffered from noise problems that have prevented the achievement of
this capability except on an experimental basis.

be of high value in places where the intrusiveness of a station must Le
minimized.

Treaty negotiations in the early 1960's rather soon bogged down
in issues relating to verification - primarily of underground nuclear tests.
Although the USSR had agreed to 15 Control Posts on their territory,
they insisted that they would operate them. Although the need for on-
site inspection was agreed, the annual numbers to be permitted and the
objectivity and technical adequacy of such inspections, under conditions
that could be negotiated with the USSR, were unsatisfactory to the U.S.
and U.K. By December of 1962 the situation had deteriorated to the point
that the USSR proposed that underground nuclear test monitoring should
be based on three unmanned seismic stations, or "black boxes" as they
were called, and a quota of two or three iurual on-site inspections. Even
on this offer, attending conditions left grave doubt as to the objectivity
of any resulting data. Much effort was applied to developing unmanned
seismic stations, on analyses of how they could be "spoofed," and on
how to make them secure. More importantly, the VELA program began

.4
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The most elaborate station of all, directed almost exclusively to
teleseismic detection, was the Large Aperture Seismic Array (LASA)
in Montana. This program was proposed in March, 1964, and its pro-
ponents advocated a design consisting of 21 subarrays of 25 sensors with
small spacing - about 0.5 km - in spite of the experience with the
Geneva arrays. It was claimed that this array would be able to exploit
the coherence of the short period noise to achieve a gain of more than
the square root of the number of sensors. The selected location for the
array was not particularly quiet insofar as naturally generated noise was
concerned, but man-made noise was not a problem and, anyway, the large
number of sensors and hoped-for performance were expected to make
LASA the world's best station. The subarrays were distributed over an
area having a 200-km diameter for relatively high beam resolution. Each
subarray contained a 3-component long period set and short period
horizontals in addition to the vertical array sensors.

LASA was given a very high priority. Work started in October of
1964 and by the end of the next May the entire array was complete!
The data were in digital form - a first on a large-scale within the VELA
program. H-ighly sophisticated signal processing methods were applied
to the data in the attempt to improve the signal to noise ratio.

Initial claims of signal-to-noise improvements beyond ,fri were made,
but it was soon found that these estimates included the signal-to-noise
improvement normally accomplished by band-pass filtering to eliminate
storm microseisms, as well as the array gain per se. In short, the reported
gain was based on a band-pass filtered output relative to a broad band
input. When comparisons were made with identical before and after fre-
quency filtering, the true array gain was found to be less than fn< because
the noise was not reduced as expected and there was signal decorrela-
ion over the large distances between subarrays. The net result was that

LASA's detection threshold (Fig. 13) was only comparable to that of a
small array in a carefully selected quiet location. Thus one of the major
goals of the LASA was not met, and the subarrays were subsequently
decimated of seismometers in recognition that the noise coherency at
small sensor separation could not be effectively exploited. The removed
seismoineters were subsequently used for the NORSAR array. The ex-
pected high beam resolution, however, was verified and found to be useful
in providing an initial estimate of epicentral location.

Identification criteria. By early 1962 it had been demonstrated
that pP could be used reliably to establish the focal depth of many earth-
quakes. Research was aided by the recently acquired ability to calculate
error ellipsoids, and used together, it was shown that these methods
could establish focal depths of a large fraction of events occurring in Asia.
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The determination of depth of focus became - and remains - the most
effective and physically satisfying means for discrimination. It identifies
earthquakes only, of course, so other discriminates were required to
discriminate shallow seismic events.

Experience with explosions continued to show that the direction of
first motion was an unreliable discriminate except at very high signal to
noise ratio. Furthermore, analyses of earthquakes occurring in the USSR
showed that they tended to be on thrust faults, radiating compressional
first motion into the part of the focal sphere observable teleseismically.
This method thus identifies few of the seismic events of interest to the
U.S.

A measure of P-wave "complexity" (energy in the P coda relative
to that of the initial pulse) was developed by colleagues in the U.K.
Initial favorable empirical results as a discriminant were promptly passed
via high level political channels to the U.S. and caused a great flurry of
excitement among the test ban negotiating community. This also
stimulated several investigations within the VELA program. As a result,
it was found that the method worked well in cases where focal depth
could be established by pP (and hence was redundant), but was mostly
ineffective when applied to apparently shallow events (Fig. 14). Further-
more, when the highly complex explosion occurred in Novaya Zemlya
in September 1964, ideas about the cause of complexity lad to be drasti-
cally revised. It was apparent that the observed effect was not a primary
property of the source but rather of the region in which it was located.
The experience with complexity taught a very important lesson, however:
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a completely believable criterion must have a sound physical basis. A
corollary is that a strictly empirical basis is hisufficient.

Suggestions were made at the Expert's Conference tfiat the relative
excitation of long period and short period waves might be a means of
discriminating between earthquakes and explosions. An empirical criterion
was developed early in the VELA program based on the ratio of the area
of the envelope of the long period Rayleigh waves to the amplitude of
short period P waves (the "AR" criterion). It was soon shown that M,
was an equally good measure, and work concentrated on Ms:m b. An ap-
parent "breakthrough," based on East Coast observations of explosions
at NTS as compared with earthquakes at various locations, was that an
M, estimate based on 40-50 second waves rather than 20 second waves
greatly enhanced discrimination. This was soon shown to be a path
effect, rather than a source effect, by comparing waveforms from the
explosions along different paths (Fig. 15). Comparing earthquakes and
explosions along the same path (Fig. 16) showed no particular increased
effectiveness at the longer period. Once again, the need for a firm physical
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minutes.
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basis for a discriminant was emphasized. Although M:mb remains as a
highly regarded discriminant, it is disturbing that it is not fully understood
- particularly so since it is also known that tectonic effects can perturb
Rayleigh wave generation from explosions in a significant way and that
propagation effects can perturb both P and Rayleigh waves in uncorrelated
ways.

Evasion research. VELA was tasked to determine whether a
nation could conceal a nuclear explosion from detection systems and to
develop countermeasures to evasive testing techniques that appeared
to be effective. The initial U.S. work on cavity decoupling, undertaken
by the ABC, had shown a reduction of about a factor of 100 in the low
frequency signals relative to tamped high explosive charges. Several
technical questions could not be answered by H.E. explosions, however,
and VELA prepared for a nuclear program. This was to consist of
SALMON, a 5 kt tamped shot in salt (conducted in 1964), a low yield
nuclear tamped shot and a shot of the same low yield conducted in a mined
cavity in salt. Plans for the latter two shots were abandoned because
of difficulties caused by leakage of water while constructing the shaft
needed for the mined cavity.

STERLING, a 380 ton nuclear shot in the SALMON cavity, was
subsequently detonated in 1966. Although the cavity was too small for
optimal decoupling of 380 tons, there was substantial decoupling at low
frequencies (about a factor of 50-70 by most estimates) and the relative
SALMON/STERLING spectral shapes seemed to agree with theory
(Fig. 17). Additional explosions at tlhe Nevada Test Site investigated ways
to further enhance decoupling by adding energy absorbing material in the
cavity, with eome success.

Supporting work on the feasibility of constructing large cavities in-
dicated that holes of sufficient size to decouple 10 kt were feasible. Even
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larger cavities exist, although none are spherical. Although many ques-
tions remain, as a result of this work decoupling is generally accepted
to be a feasible means for reducing seismic signals by about two orders
of magnitude for explosions up to several tens of kilotons.

Laboratory sirrlations, as well as a few fortuitously timed nuclear
explosions, showed that an explosion conducted shortly after a major
earthquake might not be detected. There are difficult operational prob-
lems associated with testing in this mode, and the yield that could be
concealed by an earthquake of a given magnitude is strongly dependent
on the characteristics of the monitoring network.

Similarly, carefully timed multiple explosions - perhaps also con-
ducted in the coda after a large earthquake - could complicate or pre-
vent identification of the events. Simple scenarios of this type have been
shown to be ineffective, but a well-designed series of shots would
appear to be capable of spoofing a monitoring network, based on cur-
rently validated identification criteria.

Summary Comments
Most of the problems for underground nuclear test monitoring that

remain today were known by the mid-to-late 1960's. This is not a reflection
on the quality or vigor of the program since that time, but rather of the
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fundamental nature and great complexity of seismic sources and the earth
itself that cause the problems.

There were major technical accomplishments during the early VELA
period. Landmarks that I would cite are establishing the WWSSN, the
development of borehole technology to protect both short and long period
sensors from environmental noise, the development (and continuing pro-
liferation) of digital technology, and the development of effective seismic
discriminants. Equally important - even if less satisfactorily concluded
- major efforts were in array technology (a bit disappointing in that only
v'W improvement in S/N was achieved) and evasion research (still arguable
quantitatively, and probably will remain so without nuclear experiments).

Perhaps the most important accomplishments have been the develop-
ment of a strong technology base and the continuing support given to
test ban treaty policy making and negotiations. Manifestations of the
strength of the technology base are visible in terms of the increased
numbers of students, researchers and institutions involved in seismology,
as well as in the ability of the participants in the program to turn quickly to
new problems as they arise. A case in point was the ability to support the
Threshold Test Ban Treaty negotiations in 1974, even though research on
yield estimation had been neglected because prior U.S. policies had ex-
plicitly rejected consideration of threshold treaties. Throughout the en-
tire period of test ban negotiations, VELA workers and the DARPA staff
have been the primary source of technical advice, as well as participants
in the negotiations themselves. I believe that these latter points are at-
tibutable in large measure to three characteristics of the VELA program:

" It has remained a national program - not a Department of
Defense program - focusing on problems of interest to all agen-
cies of the government concerned with test ban policy. The
program has never been pressured by senior DoD officials to
support any narrow agency viewpoint.

* With few exceptions, program managers have established high
standards of proof and required thorough backup prior to sup-
plying technical advice to policy levels of government. While
this careful approach is slow at times, it has been essential in
resolving opposing points of view among the federal agencies
concerned with test ban policy, and the reliability of the advice
has been crucial to the continuing support of the program.

" Program managers, by and large, have resisted the tempta-
tion to assume policy roles, confining their advice during the
policy formulation process to technical matters within their
competence.
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Twenty-Five Years of Source Theory

Bernard J. Minster

1. Introduction
In the past twenty-five years the earth sciences in general and

seismology in particular have undergone more vigorous development than
at any time in the past. Our perception of the earth and of geological
processes has been greatly modified by the advent of plate tectonics which
offers a global framework for the study of the planet. Naturally, the study
of seismic sources, a rather specialized discipline of geophysics, has also
progressed considerably during that period.

Twenty-five years ago, the underlying causes for seismic activity,
the reasons behind the geographical distribution of earthquakes, and the
mechanics of failure during an earthquake were by and large mysteries
yet to be uncovered. Today, we worry about rather subtle features of
seismograms, complicated rupture histories, and detailed simultaneous
modeling of near-field and teleseismic waveforms.

Twenty-five years ago, there was considerable debate on whether
an equivalent point source should be taken as a single-couple or a double-
couple. Today, a complete description of the source requires typically
six functions of space and time, namely the components of a moment
rate tensor density.

The reasons for this progress are many, but they can mostly be traced
to the requirements of a nuclear test-ban treaty monitoring capability.
It is primarily in response to this need since the early 60's that many
of the technological and theoretical tools we enjoy today have been
developed.

(1) Underground nuclear testing has provided accurate, well
located and controlled sources of sufficient size for the
signals to be recorded everywhere at the surface of the
Earth.

(2) The deployment of the World Wide Network of Standard
Seismometers, and the installation of several large aper-
ture seismic arrays have provided seismologists with a
wealth of high-quality observations with much improved
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areal and azimuthal coverage. More recently, digital net-
works have yielded even better data, well suited for modem
computer-based data processing (SRO, ASRO, IDA).

(3) Advances in seismometry and the development of digital
recording techniques have greatly increased the informa-
tion content of seismograms, particularly at long periods.

(4) The advent of digital computers, which have been used early
on in geophysical modeling and research, opened the door
for the analysis of large data sets, the generation of ever
more realistic earth models, the calculation of synthetic
seismograms, and the numerical modeling of complex
phenomena which cannot be studied analytically.

(5) Considerably increased support in fundamental research in
the earth sciences was fueled by the needs for treaty
verification, discrimination and yield estimation. It permit-
ted continued development and expansion of theoretical
geophysics. Many scientists, who a decade earlier would
have undoubtedly been attracted to other fields of physics,
became seismologists instead.

Thus, theoretical geophysics as we know it today could really be
considered to be a creation of the 60's. In many ways, this is also true
of source theory. The VELA program has been instrumental in this; many
of the workers in the field have been supported directly or indirectly
through this program, often starting from their graduate career.

Source theory is a generic term which covers many endeavors of fun-
damental research in seismology, from the study and understanding of
the failure of rocks in the earth and earthquake mechanics, to the ex-
amination of detailed processes in the vicinity of underground nuclear
explosions. It pertains to the study of microcracks in laboratory rock
samples or of the detonation of gram-size explosive charges embedded
in such samples, to the study of the 1960 Chilean earthquake; these
sources span twenty-five orders of magnitude in moment.

Although it is often customary to organize seismological work into
the study of sources, wave propagation, and receiver properties, the
distinction between these various areas is blurred. For instance, it is not
possible to ignore wave propagation effects when one attempts to retrieve
source parameters by inversion of seismic observations. This separa-
tion is often made for convenience. Unfortunately, it leads to the con-
cept of a "source region", a phrase commonly used in the literature,
which takes on a different meaning depending on the context, In this paper,
I shall use this phrase, for lack of a better term, to indicate the volume
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of the earth within which source phenomena per se are confined. The
source region should at least include all material subjected to brittle or
ductile failure; if one includes the domain in which the material does not
fail, but is subjected to high enough strains that its theology is inelastic
(nonlinear), then the source region could conceivably be much larger.
Wave propagation inside the source region should really be analyzed as
part of the source mechanism; this includes scattered and diffracted waves
(e.g., Das, 1980; Stevens, 1980b), strong acoustic fields (Melosh, 1979),
spall phenomena near an underground explosion (Day et al., 1983) and
generally any propagating disturbances which interact with the material
so as to affect the outgoing wavefield. Such phenomena are the object
of on-going research in source theory.

A comprehensive review of source studies would be a monumental
task requiring considerable time and resources. Fortunately, a number
of excellent reviews of the subject are available (e.g., Honda, 1962;
Dahlman and Israelson, 1977; Rice, 1980; Masse, 1981; Bache, 1982;
Boore, 1983). In addition, a tutorial presentation of the theory and sup-
porting observations is found in three separate chapters of Aid and
Richards's text (1980) and a more esoteric mathematical presentation
is given by Ben-Menahem and Singh (1981). The reader who is serious-
ly interested in the details of source theory is urged to turn to these
works; I shall not provide in this paper the tools needed to actually under-
stand the source mechanism; instead I shall attempt to describe some
of the ideas on the subject which at one time have held the attention
of seismologists.

If one measures the vigor of a discipline by the amount of debate
that it generates in the community, then source theory is indeed a young
and growing field. Over the past twenty-five years, virtually all aspects
of source theory have been the object of considerable argument, and
sometimes lively controversy. Some of these arguments have been re-
solved to everyone's satisfaction, others are still with us today, and new
ones arise as the field progresses. It would be presumptuous to claim
good enough understanding of all points of view and robust enough ob-
jectivity to provide a lasting historical perspective, particularly when it
comes to those topics which are still debated today.

I have tried to organize the material into various sections in an at-
tempt to simplify the characterization of the arguments. However, the
reader should be aware that each topic was not actually debated separately
in its own context. As can be expected, and as any reader would quickly
notice by perusing the literature, the arguments are often intertwined
in complex ways, so that there is some danger of losing in accuracy what
is gained in simplicity of presentation.
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2. Single- and Double-Couples
Since the early work of Reid (1910), who demonstrated that the 1906

San Francisco earthquake was associated with faulting along the San An-
dreas fault and formulated the elastic rebound theory, seismologists have
been very interested in the rupture mechanism of earthquakes. Although
the various disciplines of seismology did undergo vigorous expansion in
the few decades that followed, especially in Japan, it was not until the
50's that the modem ideas about seismic source models started appear-
ing in the literature.

Nevertheless, from the extensive review by Honda (1962)-who com-
piled as many as 278 references on the subject-one cannot but be im-
pressed with the remarkable variety of fundamental solutions which have
been available to seismologists for a very long time. In additkun, in spite
of the general sparseness of seismic stations installed at the time, a very
large number of observational studies were undertaken successfully, par-
ticularly concerning the distribution of first motions as an indication of
the faulting mechanism. Among others, I should mention the series of
publications by Hodgson and co-workers who developed to a remarkable
extent the art of determining fault-plane solutions using stereographic
projections originally introduced by Byerly (1938). Many of their solu-
tions are still used on occasion in the literature. Coulomb and Jobert (1973)
credit T. Shida with the first observations (circa 1927) of the quadrantal
distribution of first motions from a shallow earthquake. The connection
of this distribution with the theory of elastic rebound was made by
Gutenberg (1956).

A major conceptual advance was achieved by Vvedenskaya (1956).
In a series of papers between 1956 and 1961, she and her co-workers
introduced dislocation theory as a systematic tool to model earthquake
seurces, compute the associated displacements, and determine the orien-
tation of stresses active near the focus from seismological observations.
She demonstrated the double-couple equivalence of point sources of slip
(Vvedenskaya, 1956). Other investigators did use dislocation theory very
early on; for example, Knopoff and Gilbert (1959, 1960) stlidied the radia-
tion field from a strike-slip fault and derived the distribution of first mo-
tions from such models. It seems that the main debate was in fact centered
on the problem of defining an equivalent point source, rather than on the
appropriateness of the dislocation model per se.

In retrospect, it seems a bit puzzling that one of the great subjects
of debate during that time was whether an earthquake source is equivalent
to a single-couple with moment, or to a pair of couples with equal and
opposite moments. As late as 1962, Honda felt a need to distinguish be-
tween type I and type II source models, which he equated respectively
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to these two alternatives. Knopoff and Gilbert (1959, 1960) actually went
to considerable lengths to contrive a combination of two parallel disloca-
tions with opposite Burgers's vectors in order to achieve a tie between
dislocation theory and a single-couple source.

There were several reasons for this lasting debate: The first one
is that P-wave first motions alone are not sufficient to distinguish be-
tween the two models. Consequently, one must examine the radiation
pattern for S-waves in order to choose between the two hypotheses (e.g.,
Byerly and Stauder, 1958) and such data are more difficult to obtain
reliably-although Honda (1962) argues that at least in some cases,
S-polarity observations could be made unambiguously. Another reason-
pointed out by Kostrov (1970)-why the single-couple proponents re-
mained unconvinced is that Vvedenskaya's treatment somehow lacked
sufficient rigor in the derivation.

The use of dislocations and of double-couples to describe the
kinematics of earthquakes, as well as the static deformations associated
with faulting, gained ground steadily through the late 50's and early 60's.
Steketee (1958) used Volterra's dislocation theory to compute dis-
placements produced by faulting and to analyze the strain energy of
faulting. Chinnery (1961, 1963) applied the model to the study of ground
deformation around vertical transcurrunt faults. Dislocation and double-
couple models of the source were also used in surface wave studies of
the earthquake mechanism (Aid, 1960; Brume, 1960) and in the early work
on free oscillations (Benioff et al., 1961). Aki (1960) showed that Love-
wave radiation from the 1956 Kern county earthquake was consistent
with a double-couple.

The theory remained relatively incomplete until Maruyama (1963)
built on the static work of Steketee, and showed that the displacement
field due to a dynamic dislocation is exactly equivalent to a distribution
of double forces. In 1964, Maruyama tabulated for the first time all the
components of the Green's tensors for static dislocations in an infinite
space and in a half-space. Finally, Burridge and Knopoff (1964) produc-
ed a comprehensive and rigorous analysis of the body-force equivalents
to a dislocation source under general assumptions (general inhomogeneous
anisotropic medium). The orientations of equivalent double-couples and
double forces without moment are related to the directions of the Burgers
vector and the normal to the fault only if the medium is isotropic. A sim-
ple argument given by Benioff (1964) provides the missing link by relating
the double-couple force system to the theory of elastic rebound. Thus,
I would place the "death" of the single-couple point source around 1964.

By that time. the dislocation model had gained fairly general accep-
tance as a kinematical representation of earthquake faulting, and its
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double-couple equivalent point source gradually became somewhat of a
standard. However, perhaps for reasons of convenience, perhaps for pur-
poses of completeness, the use of single-couples persisted in the literature
well into the end of the decade. For example, Kanamori (1970)
demonstrated that the double-couple source matches long-period sur-
face wave radiation pattern, whereas the single-couple does not.
Archambeau (1968) argued that, in a multipolar expansion of the radia-
tion field, the dipolar component cannot exist by itself, but must be always
present in combination with higher order multipoles in order to satisfy
conservation of angular momentum. In other words, systems of double
forces with net moment are precluded.

Other advances in the theory of seismic sources accomplished dur-
ing the early part of the decade were less controversial. Important con-
tributions include the analysis Ben-Menahem (1961), who examined the
radiated energy and excitation of surface-waves by moving sources of
finite dimensions. He formally introduced the finiteness factor, and the
directivity of surface wave radiation patterns, a concept subsequently
used in many source studies involving long-period observations.

During that same period, the study of seismic waves generated by
underground nuclear explosions began in earnest; we shall return to that
subject in a later section.

The greatest success of the equivalent point source model is in-
dubitably the determination and interpretation of fault-plane solutions.
I have already mentioned the early work, dominated by the contribu-
tions of Hodgson and his co-workers; since then, countless determina-
tions of focal solutions have been made for all types of events, deep and
shallow, local and teleseismic. The principles are well-known and will not
be repeated here. However, it must be pointed out fl.at it is the tool
that was used by Sykes (1967) to demonstrate the nature of oceanic
transform faults and thus contribute powerfully to the acceptance of plate
tectonics by the geophysical community. Since then, focal solutions have
been used to resolve a remarkable number of important tectonic ques-
tions, and to constrain global plate motion models. The determination
of a focal solution remains essentially the first order of business (after
location) in the analysis of any seismic event, as well as one of the few
unambiguous discaiminants between earthquakes and underground nuclear
explosions, whenever a well-determined mechanism can be obtained.

3. From Kinematic Dislocations
to Dynamic Crack Models
One observation which cannot fail to impress anyone who attempts

a review of the evolution of source theory over the past two decades
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is the systematic evolution of the models from purely kinematical disloca-
tions to more and more sophisticated models which incorporate an in-
creasing number of dynamical characteristics.

In this section, I shall try to outline this evolution, by focusing primarily
on those source models which involve a thin faulting surface, starting
from the now classical planar dislocations and ending with some of the
most recent numerical simulations of dynamic cracks.

3.1 Kinematic Source Models. The establishment of dislocation
models as a powerful tool for studying the kinematics of earthquake
sources was consolidated by the work of N. Haskell in the mid- to late
60's (Haskell, 1964, 1966, 1969). This work was seminal in the sense
that it has been and continues to be the basis for many source studies.

What has come to be known as "Haskel's model' is described in
detail by Aid and Richards (1980); it is a planar dislocation model for a
long and narrow fault swept by a dislocation line, parameterized by:

(1) the fault length, typically taken along the strike
(2) the f&,It width, (usually the depth)

(3) the rupture velocity

(4) the final slip offset
(5) the rise time

Instead the final-slip and rise-time one could specify a so-called source
ftnction, the thne derivative of which can be shown to control the far-
field waveforms. In addition, it is usually assumed that the fault slip never
reverses its direction-that is, the source function is unipolar- and that
the rupture is unilateral, that is, the rupture front propagates along a
single direction.

This five-parameter model offers considerable flexibility in that it is
capable of representing a wide variety of faulting situations, and is
amenable to both analytical and numerical treatment. As a result it has
been used extensively in various forms for body-wave, surface-wave,
free-oscillation, and near-field studies.

Note that a physical parameter which is not formally included as part
of the specification of Haskell' s model is the stress, or more specifically
the stress drop associated with the faulting. This emphasizes 'he
kinematical character of the model. Once the geometry of the fault has
been determined, information about the stress drop can be retrieved by
comparing t.e results with those obtained from another model with similar
geometry, for instance a crack model.
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One method, applied for the first time by Aid (1966), uses simul-
taneous estimates of the seismic moment and of the energy released.
However, as discussed by Wyss (1970a,b), there remains the prob-
lem of relating the true energy released during faulting to that which is
radiated in the form of seismic waves; in other words, one needs an
estimate of the seismic efficiency.

Brune (1970) proposed a simple earthquake model in which both sides
of the fault are accelerated by an "effective stress", applied instantaneous-
ly over the fault surface. Although this model was quite primitive com-
pared to later quasi-dynamic crack models, it gained some degree of
popularity as an interpretive tool, mostly because the simple paramneteriza-
tion of the spectrum predicted from it allowed converient processing of
body-wave observations by spectral analysis (e.g., Hanks and Wyss, 1972;
Hanks and Thatcher, 1972; Tucker and Brune, 1973).

In spite of the considerable attention paid to Haskell's model in the
late 60's and through the 70's, it was not until 1978 that Madariaga (1978)
obtained an exact analytical solution for the wavefield generated by a
Haskell source at any point of a uniform elastic infinite space. For a
rectangular fault, he showed the wave field to be the superposition of
cylindrical waves generated by the sudden start and stop of the
dislocation line and spherical waves emanating from the corners of the
rectangle.

Variations on the basic dislocation model have been devised, usually
for the purpose of studying particular phenomenological aspects of the
source. An early model was the one proposed by Savage (1966), in which
the phenomenon includes three stages; it nucleates from a point, spreads
radially until it fills some area of prescribed shape, and stops. However,
Savage assumed the slip function to be identical at all points on the fault.
This somewhat unrealistic circumstance was corrected by Sato and
Hirasawa (1973), who assumed the distribution of slip over a growing
circular fault to be identical at all time with the static equilibrium distribution
derived by Eshelby (1957). Another modification was suggested by Molnar
et al. (1973), who assumed that the rupture spreading phase is followed
by a healing phase propagating inwards from the periphery of the final
fault at a velocity equal to the rupture velocity, and thus avoided the
peculiarities associated with a rupture which stops simultaneously at all
points on the fa,.dt.

Yet another model was examined in some detail by Dahlen (1974);
he considered a growing elliptical fault, with a constant aspect ratio, and
used the exact slip function derived earlier by Burridge and Willis (1969)
for a growing elliptic crack with constant stress drop. He avoided some
of the difficulties attached to stopping the crack growth by assuming a
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gradtl slowing down of the growth after a certain fault dimension has
been reached.

Although dislocation models with spatially uniform slip function and a
simple time dependence have proved useful for studying low frequency
(less than 1 Hz) radiation (e.g., Aki, 1968; Haskell, 1969; Anderson and
Richards, 1975; Bouchon, 1979), the high-frequency wavefield (1 to 20 Hz)
is much more sensitive to details of the faulting process, particularly in
the near-field. For instance, the analysis of Madariaga (1978), shows that
uniform-slip models are usually inadequate for modeling near-field ground
motions with wavelengths much shorter than the fault width (see for in-
stance, Day, 1982a).

More complicated models can be invoked, which rely on a slatistical
representation of a complex faulting process. This approach was first
adopted by Haskell (1966), who suggested that the statistical properties
of slip distribution along a single fault can be related to ensemble averages
of the properties of many events, similar to the "ergodic" assumption
of time series analysis. Hanks (1979) invoked a statistical model in an
attempt to explain the apparent randomness of ground accelerations, and
recently, Andrews (1980, 1981) examined both static and time-dependent
stochastic fault models, which he describes as "fractal objects"
(Mandelbrot, 1977), and showed that such a description is phenome-
nologically compatible with a variety of observations.

However, by the late 70's it had become increasingly evident that
further refinements of the models should take into account considera-
tions about the physics of rupture and rely on dynamical rather than
kinematical calculations.

3.2 Quasi-Dynamic and Dynamic Models of Earthquake Rup-
ture. The transition from the 60's to the 70's was characterized by a
marked increase in the investigation of quasi-dynamic and dynamic source
models. The qualifier "dynamic", as applied to a source model implies
that the growth history (fault size, rupture velocity) and slip history is
a result of the modeling, as opposed to an input. However, much has
been learned about the mechanics of fracture as applied to earthquake
sources by specifying the growth history and the stress drop in advance
and examining the consequences of this choice on the "dynamic" (as
opposed to "static") stresses near the fault and on the slip history on
the fault. I shall call the latter class of models "quasi-dynamic", since
the slip history is dynamically consistent with the prescribed stress drop
associated with fault growth, even though this fault growth itself is
kinematically specified.

Much of this work draws heavily from crack theory; a comprehen-
sive review of the topic and applications to the mechanics of earthquake
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rupture is given by Rice (1980) and will not be repeated here.
Kostrov (1964, 1966) was the first to recognize the applicability of

crack theory to the problem. His pioneering work on the self-similar
growth of circular shear cracks, and the unsteady propagation of
longitudinal shear cracks has withstood the test of time and remains the
basis for many current studies. He later extended the theory to in-plane
shear cracks as well (Kostrov, 1975). Kostrov (1970) reviewed the ap-
plication of the theory to the modeling of seismic sources; he is also
credited with the introduction of the seismic moment tensor, which I shall
discuss in a later section.

Useful insight is offered by analytical solutions which can be obtained
for special two-dimensional geometries, in particular for the anti-plane
problem for which the relationship between slip and shear stress on a
fault with prescribed rupture velocity is simple. Freund (1972) produced
a simple and elegant formalism for the energetics near a crack tip, from
which it can be shown that for a cohesionless crack, the energy flow at
the tip vanishes when the rupture velocity is equal to the shear velocity
for anti-plane problem, and to the Rayleigh velocity for in-plane problems.

In a series of papers, Burridge (1969, 1973), Burridge and Willis
(1969) and Burridge and Halliday (1971) examined increasingly comnphated
crack problems using a combination of analytical and numerical tech-
niques. More recently, Burridge and Moon (1981) presented numerical
solutions for slipping on a three-dimensional frictional crack, using an in-
tegral equation technique proposed by Burridge (1969), for the case of
pre-specfied rupture velocity equal to the wave speed. A related numerical
algorithm was introduced by Hamano (1974), and refined by Das and Aki
(1977a), Richards (1979), and Das (1981).

The prominent difficulty encountered in dynamical modeling has to
do with how to stop crack propagation (Aid and Richards, 1980). Because
of this, numerical techniques are necessary, particularly in three dimen-
sions, although analytical solutions are known in two dimensions (e.g.,
Kostrov, 1966; Freund, 1979). Quasi-dynamic models, in the sense de-
fined above, have been calculated for circular faults (Madariaga, 1976;
Das, 1980), semi-circular faults (Archuleta and Frazier, 1978), and rec-
tangular faults (Madariaga, 1977, 1979; Archuleta and Day, 1980; Day,
1982a). Dynamic models, involving spontaneous failure, have been
presented in two dimensions by Das and Ali (1977a), Knopoff and
Chatterjee (1982), Chatterjee and Knopoff (1983), and in three dimen-
sions by Das (1981), Day (1982b), and Virieux and Madariaga (1982).

One essential ingredient of these models is the presence of a
"cohesive zone" just ahead of the crack tip, which eliminates the stress
singularity predicted on the basis of linear elastic models. This concept,
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originally due to 3arenblatt (1959) as an improvement on the classical
Griffith criterion for the stability of cracks, was further refined by Willis
(1967). It was introduced in earthquake source modeling by Ida (1972),
and further analyzed by Andrews (1976a, b).

The energy balance at the crack tip is usually analyzed in terms of
a "specific fracture energy" which must be greater than the specific sur-
face energy on the rocks themselves, because of the inelastic processes
involved, and because of the finite thickness of the fault zone (see Hus-
seini et at., 1975). Archambeau and Minster (1978) examined in detail
the conservation equations in a medium with a propagating failure bound-
ary, and derived general jump conditions which must be satisfied across
the failure boundary. Husseini and Randall (1976) stated that the con-
cept of a specific fracture energy is but a two-dimensional idealization
of these jump conditions, although to my knowledge the equivalence i-
the two treatments has not been formally worked out, in the sense of
one being a limiting case of the other.

This class of investigations almost forms a separate discipline, and
many of the conclusions reached so far are still the object of current
research and debate, especially with the continuing acquisition of
laboratory data on the behavior of simulated fault zones (e.g., Scholz et
al., 1972; Dieterich et al. 1978; Dieterich, 1980, 1981).

Among the various conclusions reached from such studies, several
appear to have acquired fairly general acceptance:

(1) For a rupture surface with inhomogeneous prestress or in-
homogeneous strength, the rupture velocity may vary
abruptly as the rupture front impinges upon one of these
inhomogeneities.

(2) Peak slip velocity is strongly coupled with rupture velocity,
at least for situations in which cohesion is uniform along
the fault. Sub-shear rupture velocity is predicted for
predominantly anti-plane crack motion, but super-shear nip-
ture velocity is observed for in-plane crack motion if the
cohesive zone is sufficiently weak. However, the average
rupture velocity remains sub-shear, at least for the types
of models studied so far (Day, 1982b).

(3) A fault plane with distributed barriers of greater strength
may explain some of the complexities of faulting inferred
from near-field observations. Depending on the initial stress
load and the relative strength of the barrier, a barrier may

* be broken immediately as the crack tip impinges on it
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* be left behind as an unbroken asperity
* break later in the phenomenon, due to dynamic load-

ing behind the crack tip.

As discussed by Das and Aid (1977a), and by Aid (1980), a barrier
model provides a satisfactory explanation for the well-known complexity
of the faulting in great earthquakes.

The alternative point of view to the barrier model is the asperity
model, in which seismic faulting occurs when a strong patch of the fault
fails, while weaker patches may slip aseismically. Of course, an asperity
could be associated with an unbroken ligament left by an earlier event
which failed according to the barrier model. The barrier model and the
asperity model have been compared by Rudnicki and Kanamori (1981),
who show that inhomogeneities of fault strength can bias estimates of
moment, stress drop and strain energy release, albeit in slightly different
ways. Their results are compatible with those of Madariaga (1979), who
examined the effects of both strength and stress heterogeneities on the
relation between seismic moment and stress drop. The effects of rup-
ture complexity on source size estimates of the aftershocks of the 1975
Oroville, California, earthquake have been reviewed from an observa-
tional and theoretical point of view by Boatwright (1984). Using a simple
and intutive model, he shows that ignoring rupture complexity can lead
to large systematic errors in the estimates of source dimension and stress
drop.

Das and Scholz (1981) investigated the complete time-dependent
process of rupture in the earth, from nucleation to catastrophic failure,
from the point of view of fracture mechanics, including sub-critical crack
growth due to stress corrosion and triggering of multiple events. Finai-
ly, the rupture of a single circular asperity of constant strength was recent-
ly treated by Das and Kostrov (19&3); this problem presents interesting
characteristics insofar as the rupture front progresses in a rather com-
plicated fashinn, first encircling the asperity, and then propagating in-
ward toward the center.

Boore (1983) considers the documentation of the complexity of earth-
quake rupture to be one of the most important recent developments in
the understanding of the earthquake source. It is a feature of large earth-
quakes (e.g. Wyss and Brune, 1967; Kanamori and Stewart, 1978, 1982;
Stewart and Kanamori, 1982) and of smaller events as well (e.g. Strelitz,
1975; Hartzell and Heimberger, 1982; Olson and Apsel, 1982). Especially
interesting is the documentation of localized fault patches breaking with
near-compressional rupture velocity by Olson and Apsel (1982); this pro-
vides strong support for the numerical models discussed above.
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4. Relaxation &urce Models
An alternative to the dislocation model and its variante is the stress

relaxation model developed by Archambeau (1964, 1968), and by Randall
(1964a, b, 1968). Although the approaches developed independently by
these two authors differ significantly in the details the underlying
philosophies are rather similar.

4.1 Mode',mg Concepts. Honda (1960) recognized early on that an
earthquake car be v!ewed as a relaxation phenomenon of ore-existing
tectonic stresses. Based on this general concept both Randall and
Archambeau argue that failure of the medium corresponds to a sudden
(or progressive) change in material properties inside a "failure zone".
As a result of this change, the static equilibium configuration of the
medium in the presence of the tailure zone is modified; the evolution
toward the new equihLium state is then achieved dynamically and
generates a transient elastodynamic wave field. The natural mathematia
treatment of the problem requires therefore the solution of an initial value
problem, or in the case of a gradually growing source region, a generalized
initial value problem, requiring only the calculation of a sequence of static
equilibrium states (Archambeau, 1968; Randall, 1971; Minster, 1973).

Randal (1964b) considered the case of a sudden volume change in-
side the failure zone, and later (Randall, 1966) examined the case of a
sudden phase transition. Archambeau (1964, 1968) addressed the more
general problem of a growing and propagating falure zone in a pure shear
field. [Note that Archambea's initial solution, and also the work of Minster
(1973) used a particular potential representation of the radiated fields
which cannot be used in the case of pure compressional prestress. This
was corrected by Stevens (1980a).]

In terms of the general Green's tensor solution, the radiation field
is expressed as the sum of a volume integral over the whole space-or
at least the whole earth-and surface integrals over the various bound-
,ries, including the boundary of the failure zone itself. The general
representation theorem was reviewed in detail by Archambeau and
Minster (1978), including the set of boundary conditions appropriate for
the case of a moving fiure boundary. The volume integral represents
the contribution of body forces and of the initial values, and the surface
integrals contain the scattered fields. Solutions which ignore the latter
have been dubbed "transparent solutions" since they allow waves to
be transmitted undisturbed through the failure zone.

The solution is usually given in terms of a multipolar expansion of
fields (e.g. Archambeau, 1964, 1968; Randall and Knopoff, 1970;
Randall, 1971, 1972), of which the monopole represents the isotropic,
and the quadrupole the double-couple component of the field. [Harkrider
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(1976) suggests that the term "mixed quadrupole" be used since P and
S waves have different source histories, as opposed to the point shear
dislocation model.] Higher multipoles are excited in the case of a pro-
pagating source or in the presence of inhomogeneous prestress (Stevens,
1980b) but, as discussed by Archambeau (1968), their complex amplitudes
must combine in such a way as to preserve angular momentum. The
manipulation of multipolar expansions in that context and their transfor-
mations under changes of coordinate system have been reviewed by
Minster (1976).

4.2 A Debate in Source Theory. Comparison of dislocation and
relaxation models of the earthquake source generated a lively debate from
the beginning, and this debate lasted well into the 70's. One of the main
sources of controversy arose from the need to reconcile the predictions
of the relaxation theory with those of the more intuitively satisfying
kinematic dislocation models. Although I do not recall that there ever
was much argument about stress relaxation being the correct phenomencn
to model, there was considerable controversy about the correctness of
details of the model as implemented by Archambeau and his coworkers,
and about features of the radiation fields predicted by the model.

Criticisms of Archambeau's model focused on

(1) The geometry and boundary conditions used in specific ap-
plications of the theory.

(2) The approximations made in the calculations, some of which
were later shown to be invalid, which cast doubt on some
of the inference drawn from simulations which used this
model.

Mainly for reasons of algebraic convenience, the relaxation model
was only computed in detail for the case of a spherical failure zone with
total loss of rigidity. In contrast that of a typical dislocation model, this
geometry is certainly far removed from that of typical fault zones observed
at the surface of the earth, and was unpalatable to many. Furthermore,
at a time when attempts were being made to incorporate the concepts
of static and dynamic friction and of partial stress drop in dislocation
models, a model with total loss of shear strength within the failure zone
was considered unrealistic.

Randall (1966) argued that a spherical failure zone might be ap-
propriate for some deep earthquakes presumably associated with sud-
den phase changes, and comparable arguments were made by Archambeau
(1968). Archambeau (1972) suggested that the model might also apply
to volcanic events. In addition, this geometry is clearly appropriate for
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the study of the anomalous radiation from an explosion detonated in a
prestressed material, one of the main applications of the model to which
I shall return later. Archambeau did try to achieve more realistic
geometries for the modeling of earthquakes by considering a growing
and propagating spherical faiue zone, but as discussed by Minster (1973),
this begged the difficult question of material healing after failure. Fur-
thermore, the sequence of static equilibria used in Archambeau's initial
treatment did not account for the static fields generated by the 1, ton
of the failure zone which had already healed. [Archambeau (1964), and
later Minster (1973) attempted to treat the case of an ellipsoidal rup-
ture, but found the evaluation of the initial value fields extremely diffcult.
The recent work of Stevens (1980b, 1982) would greatly simplify the
problem.]

However, these models served to illustrate, at least in the far-field,
first order features of the radiation field, such as the effect of source
growth and propagation on spectral shapes and radiation patterns as a
function of frequency, and asymptotic scaling laws incorporating the ef-
fects of prestress, size of the failure zone, and rupture velocity. The far-
field "equivalence" between a growing spherical relaxation source and
a dislocation source with same growth history was 3hown by Minster
and Suteau (1977); they showed that different equivalent dislocations are
required for transsonic growth of the failure zone, and that the spherical
relaxation model differs from the corresponding dislocation by a factor
of 3.6 in moment.

A far amount of confusion arose from the fact that the early implenen-
tations of Archambeau's theory used several approximations, the main
ones being:

(1) The transparent source approximation, in which the boun-
dary conditions on the failure zone boundary are not satisfied by the
dynamic field.

(2) The attempt to model localized prestress by truncation of
the volume integral at a fnite distance from the failure zone.

The first approximation could be shown to be a defensible one by
comparison with exact solutions. Hirasawa and Sato (1963) produced an
exact solution for the sudden creation of a spherical cavity in a pure shear
stress field; Burridge and Alterman (1972) treated a uniformly growing
spherical cavity, and Burridge (1975) used the results to test the
transparent source approximation. Koyama, Horiuchi and Hrasawa (1973)
gave an exact treatment of the sudden creation of a fluid-filled cavity.
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These solutions have been reviewed by Stevens (1980b), who showed
the equivalence of the transparent solution with a stress pulse applied
on the cavity wall. The main difference between exact and transparent
solutions is that the latter predicts a waveform with an abrupt termina-
tion, whereas the former predicts a broader pulse with damped oscilla-
tions dae to scattered fields. Interestingly, the amplitude spectra are much
simpler looking for the exact solution than for the transparent approx-
imation, in the sense that they are much smoother at high frequencies.
Stevens points out that most of the high-frequency structure seen in the
approximate spectra is due to interference between waves which are
allowed to propagate through the "transparent" source, instead of be-
ing diffracted.

More controversial was the attempt to account for the finiteness of
prestressed regions in the earth. Archambeau (1968) obtained a
transparent solution for a spherical cavity under pure shear, but approx-
imated a localized prestress field by simply truncating the initial value
volume integral at some distance from the source. This led to the predic-
tion of a low frequency spectral peak, in conflict with the flat long period
spectra predicted from dislocation models. This discrepancy was a source
of great puzzlement, and much effort was spent to try and identify its
cause. Molnar et a., (1973) showed that a spectral peak could arise from
a dislocation model only (1) if different parts of the fault, but on the same
side of the fault, slip in opposite directions or (2) if the fault slips back
after exceeding the maximum displacement. On that basis, they suggested
that the spectral peak predicted by Archambeau's model was due to lack
of frictional damping.

Randall (1973) was the first to recognize that simple truncation of
the volume integral does not provide a valid approximation of localized
prestress; this was further discussed by Minster (1973), and later by
Snoke (1976), who argued that truncation simply removed long-period
energy from the outgoing radiation fields. Snoke (1976) and Harkrider
(1976) pointed out that, in the time domain, this leads to an acausal ar-
rival generated by the discontinuity in the initial value fields artificially
introduced at the truncation radius. The basic problem with a tiuncated
initial value field is that is violates one of the basic tenets of the theory,
since it does not satisfy the equations of static equilibrium in the absence
of body forces.

It was not until recently that Stevens (1980a, b, 1982) produced cor-
rect solutions which account for prestress inhomogeneities. He sum-
marizes his conclusions as follows:

(1) Localized stress concentrations increase the amount of
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energy r-diated at high frequencies, and may cause a sizable
increase of the corner frequency.

(2) Far-field spectral peaks may be present, near the nodes
of the quadrupole radiation pattern for slight in-
homogeneities, and at all azimuths for strong stress con-
centrations. However, these are high-frequency peaks,
quite different from those discussed earlier. In particular,
the moment is not reduced by stress concentrations.

(3) Radiated amplitudes do not vanish at the quadrupole nodes.
(4) A scattered wave travels around the cavity.
(5) The radiation pattern may be affected, but less so than the

spectra and waveforms.
(6) The waveform generated near the stress concentration is

sharp, but the waveform emitted in the opposite direction
is more complex.

The effects of cavity growth have been reviewed by Stevens (1982).
He concludes that a finite growth rate results in lower amplitude, longer
waveforms (at constant moment), with diffraction effects reduced com-
pared to the instantaneous source.

Another problem debated in the context of relaxation versus disloca-
tion models pertains to the source of radiated seismic energy: In a relax-
ation model the source of energy is the prestressed medium surroun-
ding the failure zone; even in an infinite space, the whole medium par-
ticipates in the phenomenon. On the other hand, for a dislocation model,
the source of radiated energy is the fault plane itself.

I think it is somewhat of a semantic debate: ultimately the only source
of available energy is clearly the strain energy stored in the medium before
the event; at the same tin, it is just as clear that seismic waves are
emitted from the source region itself, otherwise kinematic models would
fail to predict observed seismograms.

A satisfrtory answer was again given by Stevens (1980b, 1982) who
demonstrated that the stress relaxation problem could be reduced to a
stress pulse problem, both for approximate and exact solutions.

5. Shape and Scaling Laws
of the Seismic Spectrum

From the mid-60's to the present, discussions of earthquake source
modeling have become more and more oriented toward the retrieval of
physical source parameters from seismic observations. Although the
tendency since the eary 70's has been increasingly to compare observed
and synthetic seismograms in the time domain, many of the arguments
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about the source itself are more easily cast in terms of the displacement
spectrunm predicted by the source model.

This is mostly due to the fact that these arguments center around
the amplitude spectrum, which can often be characterized in terms of
relatively few parameters, while time domain information depends heavily
on the phase spectrum, for which simple scaling laws are not available.
Furthermore, complications associated with the propagation of waves
tend to modify the phase spectrum rather severely and in non-intuitive
ways, whereas they typically modulate the amplitude spectrum, without
changing its general shape.

5.1 Shape of the Seismic Spectrum. The proliferation of kinematic
dislocation models in the past two decades stemmed in large part from
the need to predict correctly the shape of the seismic spectrum. There
were two principal purposes for this: (1) to determine physical parameters
of the faulting from seismic measurements, and (2) to uncover and ex-
plain differences between earthquakes and underground explosions (e.g.,
Wyss et al., 1971). Seismic observations at teleseismic distance are con-
taminated by path effects, attenuation, and scattering. Separation of source
contributons from propagation effects requires that a parneterized model
of the source be constructed, and constrained by additional observations,
such as aftershock distribution, near-field recordings, etc.

Unfortunately, as discussed in detail by Aid and Richards (1980), by
suitable adjustment of the parameters of a kinematic model, it is possi-
ble to change significantly the shape of the corresponding spectrum. The
corresponding variety of predicted far-field waveforms is even greater.

[The far-field regime is defined as the regime where the frequen-
cies of interest are high enough that the source is many wavelengths
away. If the observer is also many source dimensions away, then a point-
source approximation is often appropriate. Requiring that these two con-
ditions be met simultaneously is best expressed in terms of the classical
Fraunhofer diffraction condition (Aid and Richards, 1980).]

Discussion of the far-field spectral shape is usually in terms of three
parameters, as suggested by Brune (1970); they are

(1) The long-period spectral level.
(2) The high frequency asymptote, usually described by its

logarithmic slope.

(3) The position of the corner frequency, defined by the in-
tersection of the long-period and high frequency
asymptotes.
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At sufficiently long periods, such that the wavelength is long com-
pared to the source dimensions, (yet short enough that the far-field ap-
proximation holds), the source can be approximated by a point source
with delta-function time history. This holds, for instance, for the analysis
of long-period surface-waves at large distances from the source, or for
free-oscillation studies. As a result, we expect the corresponding por-
tion of the displacement spectrum to approach a constant level, propor-
tional to the seismic moment. If, in addition, we assume that the slip
does not show an overshoot, the far-field pulse is unipolar (Molnar et
al., 1973), and the amplitude spectrum is a maximum at zero frequency.

At sufficiently high frequencies, the spectrum becomes sensitive to
fault geometry and slip history:

(1) Rupture propagation over a fault of finite length has a
smoothing effect which contributes a logarithmic slope of
-1 at high frequency.

(2) A finite rise time increases the slope to -2.
(3) If one takes finite width into account, the slope be-

comes - 3.

As summarized by Aid and Richards, a number of additional factors
can affect the high frequency slope. However, the main one pertains to
the existence of "stopping phases", a term introduced by Savage (1*).
The meaning of the term can be generalized to include any source
phenomenon which generates a large high-frequency contribution to the
displacement spectrum. Such is the case, for example, if the rupture
velocity changes abruptly (e.g. drops to zero), or if the slip is frozen in-
stantaneousl, over a large fraction of the fault surface. The contribution
to the high-frequency displacement spectrum depends on the singularity
generated in the far-field time function. For example, a square-root
singularity subtracts from the spectral slope, while a step-function sub-
tracts I from it. Ultimately, it is the strongest singularity in the time func-
tion which determines the high-frequency spectral slope. Geometrical
factors also come into play: in the circular fault model of Moar et at.,
(1973), the spectral slope varies from -3 to - 2 depending on the azimuth
of observation relative to the normal to the fault plane. (A similar behavior
was discussed by Minster and Suteau (1977)). In contrast, models which
are designed not to generate stopping phases typically yield a high-
frequency slope of -3 (e.g., Dahlen, 1974).

An imporant aspect of stopping phases is that they contain informa-
tion about the size of the fault at the time when they are generated. In-
tuitively, a late stopping phase is generated by a large source and pro-
duces a k2rge amount of radiated energy, so that its contribution dominates
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the high-frequency spectrum. On the other hand, the spectrum produced
by a model without a stopping phase produces a high-frequency asymp-
tote which does not depend on source size. For instance, in the self-
similar fault model investigated by Dahlen (1974), the rupture is allowed
to stop smoothly and the high-frequency asymptote depends on rupture
velocity and particle velocity (rise time) but not on the final source
dimension.

For relaxation models, the shape of the seismic spectrum depends
primarily on two parameters, namely the rupture velocity and the distrbu-
tion of prestress (Archambeau, 1968, 1972; Minster, 1973; Stevens,
1980a, b). For subsonic growth of the failure zone, the high-frequency
slope is -3 for both P-wave and S-wave spectra; for trans-sonic rup-
ture velocity the S-spectrum has a slope of -2; for supersonic rupture
velocity, such as might be expected for the cavity created by an explo-
sion, both spectra exhibit a slope of -2. In addition to these general
results, the analysis of Stevens (1980b) shows that spectral peaks may,
in fact, exist at some or all azimuths if the prestress field is sufficiently
inhomogeneous. For a weakly inhomogeneous prestress, a spectral peak
appears only near the nodes of the quadrupole, where most of the radia-
tion is contributed by higher order multipoles; for a strongly in-
homogeneous prestress, the spectra may be peaked at all azimuths.

Recent numerical modeling of complex earthquake ruptures, which
I have reviewed earlier, also leads to variations in the spectral shape.
This is mostly due to abrupt changes in rupture velocity, associated either
with strength inhomogeneities (e.g., Das and Aid, 1977b) or with stress
viriations along the fault (e.g., Day, 1982b). These abrupt changes lead
to stronger high-frequency radiation than in the case of a smooth rup-
ture, and can affect significantly the spectral shape at individual azimuths.
However, Das and Aki (1977b) conclude that if the barriers on the fault
remain unbroken, the corner frequency averaged over all azimuths is
essentially unaffected; it is decreased slightly if the breakage of these
barriers is merely delayed.

5.2 Scaling Laws and Stress Drops. Aid (1967) was the first to
try and systematize the scaling laws of the scismic spectrum, based on
two models which he called the "omega-square" and "omega-cube"
models, based on their respective high-frequency asymptotic behavior.
Since then the problem has been revisited by a number of investigators,
who used the various source models discussed in the preceding sections.

The basic scaling of the spectrum is due to the fact that, at constant
stress drop, the long-period level is proportional to the third power of
the nominal farLt dimension, while the corner frequency is inversely pro-
portional to that dimension. Thus, for a self-similar fami y of models, the
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lcwcus of the corner itself is a straight line with slope - 3 (see Hanks and
Thatcher, 1972). As a result, if the high-frequency spectral slope is -3,
the spectral amplitude at a given frequency does not exceed a maximum
vglue as the ault size increases; any magnitude scale which is based on
measurements made at a particular frequency ultimately saturates. On
the contrary, if the high-frequency spectral slope is -2, no such satura-
tion occurs, since the spectral ieve! at any frequency can increase without
bonds with increasing fault dimension. Based on the data then available,
Aki (1967) preferred the second alternative, but Hanlas (1979) showed
that this type of argument, based on spectral amplitude, does not
necessarily carry over to time-domain magnitudes, unless all the energy
contributing to the relevant frequency band anives at a single instant
of time. However as we shall see, things have become somewhat more
ronplicazed as better and more numerous data have been collected.

For relaxation models, the scaling laws are very similar (Archambeau,
1.968; Minster, 1973). rhe high-frequency spectral slope depends on the
re!atie values of the rupture velocity and the wave speed and, for the
aodels calculated, the spectral level is directly proportional to the
prestress level. For subsonic rupture velocities, these models predict
saturation of magnitude scales (Minster, 1973).

That the long-period spectral level should scale linearly with moment
is a common feature to all models. More controversial are (1) the posi-
tion of the corner frequency, and (2) the high-frequency spectral slope,
which ! have discussed earlier.

A difficulty raised by some kinematic fault models, is that they predict
a higher comer frequency for S-waves than for P-waves (e.g., Savage,
1972; Dahlen, 1974). In contrast, other models, such as that of Molnar
e a., (1973), or the relaxation models (Archambeau, 1968; Minster, 1973)
predict just the opposite. Point sources endowed with a single time func-
tion predict the same. comer frequency for both P- and S-spectra. In many
cases, observations show the dominant period of S-waves to be longer
than the dominant period of P-waves, by 30% to 50% (e.g., Furuya, 1969;
Hanks, 1981). This led Hanks (1981) to challenge the validity of earth-
quake modeling via waveform matching by synthetic seismograms
calculated from a point source or a s-perposition of point sources, as
performed by Burdick and Mellman (1976) or by Langston (1978), as
well as the estimate of attenuatn by Burdick (1978). On the other hand,
Langston (1978) showed that surface reflections such aspP and sP could
have a severe effect on measured far-field spectra, possibly result in
peaked spectra, and thus jeopardize the correctness of spectral estimates
of moment and corner frequency from teleseismic observations such as
those of Hanks and Wyss (1972). I believe that the ensuing polemic has



88 TrwWFi Years of Source Themy

not been resolved to the satisfaction of all involved, and appeared at times
to be conducted at cross purposes. In a way, it points to the dangers
involved in trying to chraterze complex phenomena in terms of simplified
models; although this is obviously the first thing to tiy, better and more
numerous data wi invariably result in a need for more realistic treatments,
incorporating ail known aspects of the phenomenology.

A recent discussion of the comer frequency shift from a novel point
of view is given by Silver (1983). He uses a spatio-temporal moment ten-
sor expansion of degree two to define a new characteristic radiation fre-
quency for both P- and S-waves, in the same manner as Silver and Jor-
dan (1983), and compares it to the classical definition of comer frequen-
cy in terms of intersecting asymptotes. Interestingly his definition yields
a higher P- wave comer frequency for any dislocation model of a finite
source, so that the "corner frequency shift" cannot be used to discrimi-
nate between models. He further argues that corner frequencies actual-
ly measured from far-field body wave data should in fact be compared
to the characteristic frequency defined from the second temporal mo-
ment, rather than to the intersection of low- and high-frequency asymp-
totes. I shall return to moment tensors in a later section.

One of the most interesting discoveries about seismic sources is the
near constancy of apparent average stress drop over a large range of
event sizes, measured by moment and source dimension. Brune (1970)
devised a simple method for estimating stress drop from the comer fre-
quency and seismic moment using a circular crack model. This method
has been used systematically by Hanks and Thatcher (1972) for small
to medium size earthquakes, and the results have been summarized by
Hanks (1977). They show a systematic trend between the logarithms
of moment and source radius over nearly ten orders of magnitudes in
moment, with inferred stress drops confined between 1 and 100 bars.

Kanamori and Anderson (1975) showed that the same relationship
holds for great earthquakes as well, for which moment is determined
from long period observations (surface waveG and free oscillations) and
source dimension from a variety of observations ranging from aftershock
distribution to static deformations and tsunami source area. They then
used the Haskell model and simple geometric considerations to provide
a theoretical basis for a variety of empirical scaling relations, including
magnitude vs. moment, energy and fault area, as well as the well-known
magnitude-frequency distribution of earthquakes.

The constancy of stress drop with earthquake size was reviewed
by Aki (1980), who also presents additional results obtained for small
earthquakes by the coda method developed by Aki and Chouet (1975).
The key conclusion reached by Aki is that the observed scaling of the
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seismic spectrum does not quite satisfy the laws predicted on the basis
of a simple, smooth rupture model. For example, within a given region,
there is evidence that stress drop increases with earthquake size at small
magnitude, and that the high frequency slope increases with magnitude
at larger magnitudes, two effects which tend to limit the variations of
corer frequency with magnitude. This is supported by observations made
by Johnson and McEvilly (1974) on central California events with
magnitudes 4 to 5.

As discussed by Aid (1980), a barrier model of the source is capable
of explaining these observations, if the barriers have a characteristic
separation distance. Furthermore, the inferred local stress drops can be
an order of magnitude larger if a barrier model is invoked, aWid thus be
comparable with the stresses needed to fracture rocks in the laboratory
(-1000 bars). Similar conclusions, based on comparable arguments, have
been reached by Madariaga (1978), Rice (1980) and Rudnicki and
Kanamori (1981).

Further evidence bearing on the problem is provided by the work
of Sykes and Sbar (1973) who showed that intraplate earthquakes point
to the presence of large (100 bars) horizontal compressive stresses in
the interior of plates. For mid-plate earthquakes, Liu and Kanamori (1980),
found stress drops of a few hundred bars; such variations have been con-
firmed by a number of recent investigations. Very large observed stress
drops, inferred from near-source high frequency observations are reported
more and more frequently in the literature. A recent instance is the work
of Munguia and Brune (1984), who find stress drops ranging from as low
as I bar to as high as 2.5 kbars for a swarm of events on Baja California.
comparison with earlier stress drop estimates for events in the same
region (e.g., Thatcher and Hanks, 1973) make it increasingly clear that
significant tradeoffs between inferred source properties and path effects
(attenuation) must be sorted out carefully. This raises of course impor-
tant questions for discrimination, yield estimation, and for the release
of tectonic prestress by underground explosions.

The existence of very high stress drop events in regions where con-
ventional wisdom would only allow low stress drops tends to support
the asperity model. This model was applied to the study of large sub-
duction zone earthquakes by Lay et al., (1982), who show enormous
variability of the mode of filure from region to region, from strong coupling
in the form of large asperities, to practically complete decoupling. Addi-
tional supporting evidence is found in the work of Ebel and Helmberger
(1982), who reanalyzed the 1968, April 9, Borrego Mountain earthquake,
and modeled it in terms of two short-period sources with stress drops
of several hundred bars. Furthermore, they argue that the absence of
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aftershock activity or post-seismic creep near the probable location of
these sources is consistent with the hypothesis that the event was trig-
gered by the failure of an asperity.

Additional support for the asperity model is provided by an increas-
ing number of instances where small earthquakes yield almost identical
recordings, indicating that they all have practicAy identical source regions
(Geller and Mueller, 1980).

The general question of asperity versus barrier models of complex
earthquake sources is the focus of a considerable amount of current
research. It is clear that simple scaling laws of the seismic spectrum do
not accommodate easily this type of compliCations, and must be considered
only as a rather crude approximation. This does not mean, however, that
simple scaling laws are useless. Indeed, the body of high quality near-
field observations is still relatively limited; they are totally lacking in most
seismic regions, where we only have access to teleseismic observations,
for which use oi the scaling laws is probably justified.

The effect of spectral scaling on the distribution of magnitudes and
more specifically on the relation between body wave and surface wave
magnitudes was reconsidered by Geller (1976). He used a self-similar
family of Haskell-type models, with a high frequency slope of -3 to ac-
count for fault width, and argued that it satisfies the body wave and sur-
face wave data of Evemden (1975) better than the "omega-square" model
preferred by Aid (1967). As a result, he finds that both types of magnitudes
should be bounded, with a maximum value of about 6 for body waves,
and about 8.2 for surface waves. A similar conclusion had been reached
on the basis of scaling laws for the spherical relaxation source model by
Minster (1973), although in that case, the bounds are linearly propor-
tional to prestress. However, this argiment has been challenged by Hanks
(1979), on the basis that magnitudes are measured in the time domain,
and that spectral amplitudes can be misleading for extended sources, since
the energy at, say, 1 Hz may be distributed over a finite time window.

Saturation of the conventional magnitude scales with increasing source
size (when the source dimension exceeds the wavelength of the waves
used in magnitude measurements) leads to serious underestimation of
the energy released in great earthquakes. This led Kanamori (1977, 1978)
to quantify such events by using the moment-a static concept-to
measure the sizes of very large events. For convenience in comparing
this new magnitude measure based ont moment and the magnitude-energy
relation. Accordingly, the 1960 Chilean earthquake, with a classical sur-
face wave magnitude of 8.3, is now assigned an equivalent magnitude
of 9.5. The concept of a moment-magnitude scale was extended by Hanks
and Kanamori (1979), but some pitfalls were subsequently discussed by
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Boore (1983), in particular the fact that spectra from different types of
earthquakes do not necessarily scale with moment in the same way.

It is clear that since the early work of Aid (1967), we have grown
to perceive the earthquake phenomenon as being infinitely more com-
plex and varied than simple models can account for. It is probable that
continuing work will only enhance that perception, unless general laws
can be formulated which have sufficient predictive power that they lead
to a reduction of the problems to fewer, but more fundamental phyz'zal
questions.

6. Explosion Sources
Underground nuclear testing naturally led to considerable research

on the elastodynamic radiation associated with buried explosions. The
subject con be logically separated into the study of the simple, isotropic
spherical waves generated by a simple model of the explosion itself, and
that of the "anomalous radiation", by which is meant any wavefield
demonstrably generated in the near vicinity of the shot point at or near
the time of the detonation. The importance of the problem stems from
its consequences for discrimination between earthquakes and explosions,
and for the estimation of explosion yields from seismic observations.

Recent reviews of these topics are given by Masse (1981) and by
Bache (1982); I shall only touch on the highlights.

6.1 The Spherically Symmetric Explosion Source. Perhaps the
simplest kind of seismic source to study analytically is the explosive (or
implosive) source in a uniform, homogeneous, isotropic elastic medium.
One of the early solutions is that of Jeffreys (1931) who considered the
wave field generated from a pressurized spherical cavity, a more detailed
treatment is that of Slwape (1942). For most purposes, the problem is
greatly simplified: since seismic wavelengths are usually longer than the
so-called "elastic" radius, one can retain good accuracy by reducing the
source to a point of dilatation, which is then entirely characterized by
a source time f, r- tion. Furthermore, as long as spherical symmetry holds
and anelast, effects near the source can be neglected, the wave field
can be repr- ented near the source in terms of a scalar "reduced displace-
ment potekiV-" or, by suitable differentiation, a scalar "reduced velocity
potential" valid in the elastic region around the source (e.g., Hudson,
1969).

A direct but rather complicated analytical treatment of a spherical
source in a half-space was given by Ben-Menahem and Cisternas (1963).
This solution has not been used very much, because cases where the
free surface must be taken into account as part of the source region

O
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surrounding a buried explosion can either be treated using standard wave
propagation techniques (e.g., Burdick and HeImberger, 1979), or else
involve nonlinear interactions such as spalling (see Day et al., 1983).

A variety of different models have been proposed in the literature
(e.g. Toksoz et al., 1964; Haskell, 1967; von Seggern and Blandford,
1972). A commonly used one was derived empirically by Mueller and
Murphy (1971) and Murphy and Mueller (1971) who account in a simple
way for departures from the classical "cube-root-yield" scaling of the
seismic spectrum by including the effects of depth of burial, and of the
containing medium. The corresponding seismic spectra typically show
a slope of -2 at high frequency.

The choice of time function appropriate for underground explosions
has been re-examined by Burdick and Helmberger (1979), who show that
it is possible to explain teleseismic short- and long-period body wave
seismograms without recourse to aspherical nonlinear processes in the
source region, provided that the time function exhibits substantial over-
shoot. They use the parameterization proposed by von Seggern and Bland-
ford (1972) because of its simplicity, which makec it attractive for inver-
sion purposes.

Although the pressurized cavity model is, in principle, sufficient to
represent the "free field" from a spherically symmetric source, there
remains a number of unresolved questions about the radius of the cavity
and the pressure history, and their dependence on source setting. These
problems are usually described under the generic term of "source coupl-
ing". Source coupling has been reviewed recently by Bache (1982); the
bulk of current research on theoretical modeling of near-source phenomena
relies on nonlinear one- and multi-dimensional numerical calculations, which
depend in turn on parameterized rheological models for the confining
medium. Some of the important effects which are included in recent model-
ing efforts include:

(1) The material strength: coupling increases as material
strength decreases.

(2) The porosity: coupling decreases rapidly with increasing
air-filled porosity.

(3) Tension failure: tension cracks are produced as a result of
hoop stresses associated with the spherically expanding
stress wave, and spallation results from interactions with
the free surface.

Furthermore, material strength may drop sharply if some fluid-filled
porosity remains after the air-filled porosity has been crushed out by shock
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loading, although this effect is more controversial and has not been
demonstrated unambiguously. As discussed by Bache (1982), there re-
main puzzling difficulties in reconciling models with observations. Perhaps
the one which has offered the most resistance to the modelers' efforts
is the discrepancy between U.S. granite explosions at NTS and French
granite explosions in the Sahara. After they have been scaled to a com-
mon yield, cavity volumes reported for the French tests (e.g., Duclaux
and Mlhaud, 1970) remain about a factor of 3 smaller than those observed
for U.S. tests, although the material strengths are comparable, based
on laboratory samples and available near-field measurements. The ob-
served body wave magnitude for the French test SAPHIR is then larger,
by 0.3 to 0.5 magnitude units, than the PILEDRIVER magnitude would
be if PILEDRIVER were scaled to the same cavity size. This points to
the possibility of strong path effects which cancel the source coupling
differences, or to shortcomings of the source models (Bache, 1982).

Another phenomenon, which has not yet been incorporated
systematically in the source models, is near-field, amplitude-dependent,
and thus nonlinear attenuation in the region surrounding the cracked zone,
where strains are still large. Although this effect could be properly con-
sidered a wave propagation phenomenon, it is confined to the near-source
region, and can be incorporated in a model of an effective source (Minster,
1982). Larson (1982) reviewed near-field data for explosions in salt, and
illustrated the validity of cube-root scaling over ten orders of magnitude
in yield for this material, from gram-size laboratory tests, to the COWBOY
chemical explosions and the SALMON nucear test. He compared detailed
near-field waveforms recorded in the laboratory and concluded that

(1) Apparent attenuation is amplitude (and frequency) depen-
dent, and thus ionlinear well beyond the radius where the
material fails, and

(2) Linear superposition of waveforms seems to hold in that
region.

These two apparently contradictory statements have not yet been
satisfactorily reconciled. Preliminary results indicate that the decay of
peak velocity and peak displacement with scaled radius observed for the
COWBOY shot sequence are consistent with laboratory measurements
of amplitude dependent attenuation in salt (Tittman, 1983; Minster and
Day, 1984). However, a realistic and physically correct source model
which accounts for these efects has not yet been produced, partly because
numerical schemes which account for a realistic absorption band have
not been available until recently (Day and Minster, 1984).
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6.2 Departures from Spherical Symmetry. From the very begin-
ning, it was noticed that the surhce waves excited by underground nuclear
explosions could not be explained by a simple spherically symmetric source
(e.g., Oliver et al., 1960). This observation has led to one of the most
enduring problems of explosion source theory, which has not been com-
pletely resolved yet. It pertains to the generation of SH and Love waves
and to the anomalous excitation of Rayleigh waves by explosions. The
question has obvious importance for discrimination between earthquakes
and explosions, since those explosions which excite significant anomalous
radiation exhibit earthquake-like character; it is also important for yield
estimation, since the question must be answered of whether the
nonisotropic component increases or decreases magnitude estimates.

Various hypotheses advanced to explain this phenomenon have been
reviewed by Aid and Tsai (1972), Archambeau (1972), Masse (1981),
and Bache (1982). They are:

(1) Mode conversion due to heterogeneities near the source
and along the wave path.

(2) Direct effects of the explosion, due to anisotropy near the
source, crack formation, block motions, or due to the in-
itial shape of the cavity.

(3) Release of tectonic stress, either through the triggering
of motion along a preexisting fault, or through tectonic
release permitted by the introduction of the cavity and the
surrounding crushed zone into a prestressed medium.

The first class of explanations invokes mode conversion due to in-
homogeneities near the source and along the path. The work of Brune
and Pomeroy (1963) and Aid (1964) eliminated this hypothesis. The lat-
ter showed that Love and Rayleigh wave arrivals were consistent with
a common source location and time, and the former observed that while
the explosion itself could generate both Rayleigh and Love waves the
subsequent cavity collapse did not.

An alternate explanation calls for direct effects in the immediate
neighborhood of the shot point.

Asymmetry of the radiation pattern due to near-source phenomena
such as formation of new cracks or block motion was first advanced by
Kisslinger t al., (1961) who showed that SH waves were generated by
small explosions detonated in soil. This hypothesis is an interesting one
because it does not require the presence of tectonic prestress. It re-
mained of secondary interest until the mid-70's, when observations of
the MIGHTY EPIC and DLABLO HAWK tests showed significant
displacements at depth along preexisting faults and joints (Bache and
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Lambert, 1976). A simple analytical model of a slipping joint triggered
by a nearby explosion was proposed by Salvado and Minster (1980), and
extended to more realistic boundary conditions by large scale three-
dimensional numerical modeling by Stevens et al., (1982). Although the
question is far from resolved, preliminary results indicate that significant
perturbations to the Iog-Penod radiation field can be generated by this
mechanism through conversion of incident P-waves into S-waves, pro-
vided that slip on the joint is not axisymmetric, due either to the prox-
imity of the free surface or to a small amount of prestress.

A somewhat similar mechanism was simulated numerically in two
dimensions by Andrews (1973); he required relatively large stresses on
the preexisting fault, however. In a similar vein, Masse (1981) suggested
that explosion-induced thrust faulting around the shot point may contribute
a significant component of anomalous radiation.

Another possibility which has apparently not been examined in detail
has to do with anisotropy of the medium in the neighborhood of the shot
point. An organized system of weak joints with preferential orientation
can lead to gross anisotropy of the medium (e¢g., Morland, 1974a,b).
Further, Kissfinger t al., (1961) report a preferential orientation of the
cracking pattern in response to explosions in soil. Analysis of dislocation
sources in an mnisotropic medium by Kawasaki and Taniroto (1981) shows
that the moment tensor always has a nonzero trace in that case, and the
radiation pattern can be quite different from that of a double-couple. It
is reasonable to conjecture that the converse is true, and that an explo-
sion detonated in an anisotropic material will result in nonisotropic radia-
tion, although the magnitude of the effect is a matter of speculation at
this stage.

By far the best studied mechanism, relaxation of tectonic stress as
the source of anomalous radiation from underground explosions, remains
a subject of current research. Two competing models have been pro-
posed in the literature, namely

(1) Release of tectonic stress caused by the introduction of the
cavity in a prestressed medium (Press and Archambeau,
1962; Archambeau, 1964, 1968, 1972, 1973; Archambeau
and Samnmis, 1970; Smith d al. 1969; Harkrider, 1977), and

(2) Triggering of an earthquake quasi-synchronous with the ex-
plosion (Brune and Pomeroy, 1963; Aki, 1964; Aki et al.,
1969; Aid and Tsai, 1972).

If the prestress is purely deviatoric and uniform in the neighborhood
of the shot point, either type of explanation leads to the superposition
of a quadrupolar (double-couple) field on the intrinsic explosion monopole.
The relative strengths of the two contributions is measured by the
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so-called F-factor, introduced by Toksoz, et aL, (1965) as the ratio of
the double-couple and explosion energies.

Quantitative estimates of F-factors for U.S. explosions were obtained
by Toksoz and Kehrer (1972a, b), under the assumption that the double-
couple has a strike-slip orientation. They found vabies generally less than
1, with some exceptions, notably the gramte explosions PILEDRIVER
and HARDHAT, with F-factors near 3.

Arguments against tectonic relaxation, and in favor of triggered
faulting, have been presented by Aid and Tsai (1972) and may be sum-
marized as follows:

* The triggered event model can explain the Love wave obser-
vations for several NTS explosions, assuming a strike slip
dislocation model with dimensions comparable to the extent
of the aftershock distribution-particularly for BENHAM
(Hamilton and Healy, 1969)-, and a low stress drop of order
10 bars, consistent with comparable estimates for earth-
quakes.

* In contrast, at least in some cases, the strain relaxation model
may require large prestress levels (on the order of 1000 bars),
and the strain energy release calculated using Honda's (1960)
cavity model is much larger than the total seismic energy
estimated from the body wave magnitude.

Counter-arguments have been presented by Archambeau (1972,
1973), and Lambert et al., (1972), who performed a detailed analysis of
the surface waves generated by BILBY and SHOAL, and compared these
explosions with a nearby earthquake (luly 20, 1962, near Fallon, Nevada).

* Although the earthquake surface waves can be explained in
terms of a double-couple source at long periods, fault pro-
pagation effects cause asymmetries in the radiation pattern
at short periods.

" On the other hand, surface waves from the explosions do not
exhibit asymmetries attributable to fault propagation in the
same period range.

• Both the radiation pattern and the amplitudes of the Love
waves generated by BILBY can be explained by the model
of Archambeau and Sammis (1970) for reasonable values of
pi-estress (70 bars) and cavity radius (420 in). Furthermore,
!he source dimension inferred for the anomalous radiation from
BILBY from surface wave spectra is much smaller than the
dimension required for a fault which would give the required
total energy release.
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They conclude that the surface wave observations for these events
are consistent with tectonic energy release due to the explosion-created
shatter zone, and not with triggered faulting. (An interesting modeling
experiment was performed by Day et al. (1982), who showed that a
nonlinear numerical calculation of the stress relaxation phenomenon yield
results in good agreement with the linearized theory formulated by
Archambeau and his co-workers. Additional work is required, however,
before it can be concluded that this should be generally the case.)

Masse (1981) offered a critique in which he summarized difficulties
encountered with both types of models, among which:

" Surface faulting associated with underground explosions often
involves significant ve" 'A displacements, and smaller horizon-
tal displacements, in asaccord with the hypothesis of a strike-
slip triggered event.

* It is difficult to correlate the distribution of tectonic aftershocks
following the BENHAM explosion with surface ground frac-
tures in spite of the shallowness of the hypocenters.

* Not only are Rayleigh wave trains often similar from explo-
sion to explosion in a given source area, but the Rayleigh
waves generated by the cavity collapse are often phase-
reversed and scaled-down copies of those generated by the
explosion itself. Whenever this is true, it argues against signifi-
cant tectonic release or large-scale faulting. (There are,
however, conspicuous exceptions discussed below.)

" As recognized by Aid and Tsai (1972), the left-lateral surface
motion observed along the Boxcar fault after BOXCAR, is
inconsistent with the Rayleigh-wave radiation pattern. In ad-
dition, the BOXCAR aftershock sequence may have been the
result of stresses generated by the explosion itself, rather
than by tectonic prestress, based on the historic seismicity
of the area. Finally, the decay of strain after BENHAM is dif-
ficult to explain if large scale faulting is associated with the
explosion.

Based on these and other arguments, Masse advocates a mechanism
analogous to the block motions discussed earlier, with explosion-induced
thrust faulting around the explosion; to my knowledge, this hypothesis
has not been tested extensively.

Fairly recently, the excitation of Rayleigh waves by nuclear
underground explosions became the object of renewed attention, following
the observation of phase-reversed Rayleigh waves from some East Kazakh
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tests (e.g. Rygg, 1979). North and Fitch (1984) confirmed that such an
occurrence is not uncommon, and that for some events Rayleigh waves
are phase-reversed at all observed azimuths. As discussed by Bache
(1982), an additiona clue lies in the significant delay (up to several seconds)
associated with the anomalots surface waves. Vieceii (1973) formulated
a theoretical argument favoring spall slap-down as a possible mechanism
for the anomalous surface wave excitation, and Murphy (1977) noted that
the slap-down model might explain apparently anomalous surface wave
amplitudes observed for high-yield explosions. However, Bache 4tal.
(1982), examined the nonlinear free surface intaction for two-dir nal
numerical simulations and concluded that spall effects could not affect
Rayleigh wave amphtudes significantly. Their analysis was generalized
by the work of Day et al. (1983), who demonstrated that the early models
were flawed and did not conserve momentum.

On the other hand, these conclusions only hold at long-enough
perods. For body waves, and for short period surface waves, nonlinear
interactions with the free surface could well be significant (y dt al. 1983).
In addition, Burdick and Helmberger (1979) found that they needed to
lower the P-wave velocity in the shallow layers above the CANNIKIN
shot point in order to explain the timing of the PP phase. They suggested
that velocities in the crushed zone above the shot point might be lowered
by as much as 25% in that case.

North an Fitch (1984) showed that a thrust-oriented double-couple
superposed on the explosion nople can explain the anomalous Rayleigh
waves; this particular orientation is the most efficient one for teleseismic
P-waves as well. On the other hand, Bache (1976) demonstrated that
the tectonic release contributes negligibly to the P-wave signature if the
prestress is uniform pure shear. As shown by Stevens (1980b) this is
not necessarily true if prestress concentrations exist near the source;
in that case, anomalous P-waves could be produced for selected direc-
tions, although it might well be difficult to untangle source effects from
wave propagation effects due to near-source structural complications.

Scott and Helmberger (1983) used the Kirchhoff-Helmholtz integral
technique to study near-source wave propagation above the shot point
of an underground explosion in the spall zone. Based on a simplified
model-a gap in the free surface-they find that the free surface reflec-
tion coefficient can be affected in a way compatible with the observa-
tions of HeImberger and Hadley (1981). They can also explain delays
in the PP phase comparable to those described above (see also Shum-
way and Blandford, 1980). These results are preliminary, however.

By and large, perturbations of the body-waves by near-source com-
plications is an unresolved observational and theoretical problem, in the
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sense that it is difficult to separate unambiguously source and path ef-
fsct, since we need a much more detailed knowledge of both sources
and earth structure at short wavelengths.

7. Moment Tensor Representations
The 60's might be characterized as the decade of the double-couple,

the dislocation and relaxation source models, and the scalar moment. The
70's, on the other haRd, might be characterized as the decade of numerical
models, and of moment tensors. The moment tensor representation of
a seismic source is a particularly useful one since the displacement field
can be shown to depend linearly on the components of the moment
tensor, so that the inverse problem is greatly simplified, and automated
source parameter retrieval made possible. Ths explains the steady growth
in popularity of this particular representation over the past 10 to 15
years.

In this representation, a seismic event is described by ten parameters:
its origin time, spatial location, and moment tensor, the latter account-
ing for six parameters. A fully specified moment tensor includes an
isotropic component, which permits the representation of explosive
sources or volumetric sources with volume change (e.g. sudden phase
transitions). If one assumes aprioi that the source is a dislocation, then
only four components of the moment tensor are needed; they are mere-
ly another representation of the three parameters required to describe
the fault plane geometry, plus the scalar seismic moment.

7.1 Moment Tensors and Source Theory. The earliest mention
of a spatial moment expansion of the source I have been able to find was
made by Archambeau (1964, 1968), who also recognized the tensorial
character of the coefficients, and related them to multipole moments.
However, the introduction of "the" moment tensor as used in the
seismological literature is usually credited to Kostrov (1970), although
Randall (1970) arrived at the conclusion (apparently independently) that
the "seismic moment is properly a tensor". The latter author also related
the concept to the multipole representation (harmonics of degrees zero
and two) used previously by Knopoff and Randall (1970) and Randall and
Knopoff (1970). Any mechanism in which only the monopole and
quadrupole are excited can be specified in terms of a symmetric, second
order moment tensor, equivalent to a linear combination of couples with
no net torque.

Gilbert (1971, 1973) recognized the power of moment tensor
equivalent point sources as applied to the excitation of free oscillations
of the earth; the linear dependence of the displacement field on the com-
ponents of the moment tensor further allowed him to formulate a linear

_ _ U_
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inverse problem for the retrieval of source parameters from very low
frequency observations, for which the point source approximation is ob-
viously valid, and for which the time function may be approximated by
a step.

Gilbert argued that the moment tensor could be considered as the
volume integral (over the whole earth) of the static stress drop associated
with the event. This was criticized by Backus and Mulcahy (1976a, b)
who argued that the moment tensor density, whose divergence yields
the equivalent body forces, is not uniquely defined, and that the stress
drop is not an appropriate moment tensor density, since it ignores gravita-
tional changes. They introduced the "stress glut" as the difference bet-
ween actual stress in the earth and that calculated from the displacement
field using an assumed rheology (the "model" stress), and argued that
stress gluts are the most appropriate moment tensor densities to use
in seismological applications. Stress gluts can be related to the "stress-
free strain", a concept used by Eshelby (1957) to study static inclusion
problems, and present the advantage that they vanish outside the source
region.

Backus and Mulcahy (1976a) further proposed a general formalism
for polynomial moment expansions, both in space (see also Archambeau,
1968) and in time. They showed that the only moments of seismological
intrest are those of the equivalent forces. Such expansions are useful
for the description of sources which can be considered to be localized
in space and time, namely:

(1) For the wavelengths of interest, the spatial expansion can
be truncated to a few moments of low degree

(2) For the periods of interest, the Fourier spectrum of the
moment rate tensor varies slowly with frequency

In such cases, the source may be represented adequately by the
first few terms of a moment expansion about its spatio-temporal cen-
troid. Through use of singular generalized functions, the theory was then
extended to the case of sources with displacement discontinuities (Backus
and Mulcahy, 1976b), and used by Backus (1977a, b) for a detailed treat-
ment of sources with moments of degree two.

Jobert (1977) used the concept of "stress glut" to demonstrate that
a contituous medium cannot sustain the action of a dipole source without
faulting (creation of a displacement discontinuity), and further that a
dislocation is in fact equivalent to a continuous infinity of sets of three
dipoles. The classical equivalence with a distribution of orthogonal dipoles
is thus only a special case without physical significance.
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As a phenomenological or kinematical representation of the source,
the moment tensor has been very successful indeed, as we shall see.
However, more work is needed to relate it to the dynamics of the failure
process, since the true stresses and displacements are not known in the
earth, and since estimates of the "model" stress depend both on the
approximation made for the displacement and on the assumed rheology
(e.g. Archambeau and Scales, 1984).

7.2 Applications. The contributions of Gilbert (1971, 1973) trig-
gered a series of investigations of the source mechanism which used the
moment tensor formalism (e.g. Dziewonski and Gilbert, 1974; Gilbert
and Dziewonski, 1975; Gilbert and Buland, 1976; McCowan, 1976;
McCowan and Dziewonski, 1977; Stump and Johnson, 1977; Mendiguren,
1977; Strelitz, 1978, 1980; Okal and Geller, 1979; Patton and Aki, 1979;
Ward, 1980a, b; Deschamps et al., 1980; Patton, 1980; Kanamori and
Given, 1981; Dziewonski et al., 1981; Silver and Jordan, 1982, 1983;
Doornbos, 1982; Dziewonski and Woodhouse, 1983).

Among the advances described in these papers, I shall mention three:

(1) Evidence for an isotropic component of radiation for some
earthquakes

(2) Evidence for the existence of "slow" earthquakes
(3) Development of fast, automated source mechanism deter-

mination techniques

Dziewonski and Gilbert (1974) and Gilbert and Dziewonski (1975)
detected a slow compressive, perhaps precursive, component of the rup-
ture process for two deep events. On the other hand, Okal aid Geller
(1979) pointed out the inherent difficulties in trying to detect an isotropic
source component based on ftmdamental mode observations. More recent-
ly, Silver and Jordan (1982) developed optimal estimations techniques
for scalar invariants of the moment rate tensor. The estimates are op-
timized by minimization of a positive semi-definite quadratic form which
accounts for the bias introduced by lateral inhomogeneities (Patton and
Aid, 1979) and by ambient noise. Since the method also yields an estimate
of the variance of the solution, they can formulate statistical test,3 of various
hypotheses about the source mechanism. Furthermore, their treatment
permits the use of prior information about the source mechanism in the
form of prior probability densities on the solution, which allows them to
eliminate the negative bias in moment estimates caused by the degeneracy
of the problem for shallow sources (Kanamori and Given, 1981). Direct
estimation of the scalar invariants of the moment tensor is also a superior
approach since it can be shown that the values calculated by inversion
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for the moment tensor itself are biased estimators (Silver and Jordan,
1982).

Silver and Jordan (1982) applied their method to two earthquakes,
a deep one (1978 March 7, Honshu), and a shaPow one (1978 November
29, Oaxaca). In the first case, they tentatively conclude that an isotropic
component is indeed resolvable, based on data dominated by overtones,
which circumvents the misgivings of Okal and Geller (1979). Dziewon-
ski and Woodhouse (1983) examined the deviation from a double-couple
mechanism for a large number of events, using automated analysis tech-
niques described by Dziewonski et al. (1981), in which it is assumed that
the moment tensor is traceless, that is, purely deviatoric. Deviations from
a pure double-couple mechanism are rather common, for both shallotv
and deep-focus events, although their significance has not yet been
established. ( have mentioned earlier some of the proposed mechanisms
for this behavior; they range from postulated catastrophic phase transi-
tions, to the effects of anisotropy in the source region).

Rapid and automated data processing techniques for the retrieval of
source parameters have been described by Kananori and Given (1981
and by Dziewonski et al. (1981). Such techniques are made possible ,,
the deployment of high-quality digital networks (SRO, ASRO, IDA), and
are very likely to revolutionize source theory as the number of stations
increases. One question which can be addressed by sophisticated pro-
cessing of the long-period seismograms recorded at such stations is that
of "slow" earthquakes, a concept introduced by Kanamori and Cipar
(1974), Kanamori and Stewart (1976, 1979), and Sacks etal. (1978, 1981).
Kanamori and Anderson (1975) also argued for a slow precursor to the
Chilean earthquake of 1960.

A recent examination of the problem was conducted by Silver and
Jordan (1983) who applied the techniques of Silver and Jordan (1982) to
the determination of total-moment spectra for fourteen large earthquakes.
[They suggest that a convenient unit for measuring seismic moment is
10#0 Nm = 1 A, after the first investigator to measure this quantity (Aid,
1966)]. They find some shallow events to be "fast", and others to be
"slow", with a tentative correlation with depth of rupture: slow events
may be associated with ruptures propagating through the more ductile
iower lithosphere. Interestingly, the five deep events they examined were
all found to be "slow"; these include those events for which a slow com-
pressive coarpcnent had been suggested by Gilbert and Dziewonski (1975)
and Silver and Jordan (1982).

The treatments of Silver and Jordan (1982, 1983), and Dziewonski
et al. (1981), pertain to the spatio-temporal centroidal representation of
the source, a concept introduced by Backus (1977a). [The effects of the
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finite spatio-temporal dimensions of the source have been examined
theoretically by Doombos (1982)]. While a low-order moment expansion
is clearly well-suited for global studies based on long- to intermediate-
period data (e.g., Dziewonski and Woodhouse, 1983), an alternate
representation will be required to model high-frequency and near-field
data (see, however, Stump and Johnson, 1982). For such purposes, the
classical fault-plane models will probably be used for some time to come.

These problems are, of course, the focus of a vigorous on-going
research effort.

A noteworthy application of moment tensor inversion of long-period
Rayleigh waves is described by Romanowicz (1981). She examined the
residuals associated with the solutions ftom the point of view of event-
depth resolution and analyzed the effects of phase velocity variations for
Eurasian paths. She later refined the method (Romanowicz, 1982), and
concluded that if phase velocities calculated from a well constrained event
are used as regional path corrections near the source, then the depths
of neighboring events could be constrained to ± 5 kin, and their source
mechanisms to ± 5' in fault orientation.

Source representations in terms of low order moments is naturally
most appropriate for the analysis of long period signals. Moment tensor
sources are obviously just as applicable to the study of body-waves (e.g.
Ward, 1980a, b; Fitch et al., 1980; Fitch, 1981; Fitch et al., 1981).
However, Stump and Johnson (1982) demonstrated that higher order
moments are important at higher frequencies, and required in order to
account for source finiteness and rupture propagation. They point out
that inclusion of the higher moments can in principle resolve the fault
plane ambiguity and the tradeoff between rise time and rupture time,
a conclusion reached earlier by Backus (1977a, b). They find that the
seismic spectra of the higher moments are strongly peaked, and dominate
at certain azimuths. This is in accord with Stevens's analogous conclu-
sion for higher multipoles excited by prestress concentrations.

Although the systematic use of moment tensors in modeling the
kinematic properties of the source (both forward and inverse problems)
represents a significant advance, because it provides a very convenient
formalism, appropriate for all types of seismic observations, the use of
other models, such as dislocation models, is likely to persist in the future
because these models entail a geometrical description of the fault which
appeals to the intuition. The relationships between moment tensors and
physical characterizations of the source phenomenon have not been com-
pletely sorted out. It is relatively easy to start from some physical model
and compute the corresponding moment rate tensor density; the con-
verse is much more difficult. Furthermore, the relationships between
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moment tensor densities, stress drops, "true" and "model" stresses,
stress gluts, and nonlinear failure processes are still a matter of contro-
versy (Archarabeau and Scales, 1984).

8. Comments and Conclusions
It is, of course, not possible to predict what the future holds for source

theory, but, based on the recent trends, I shall risk a few conjectures:
From a theoretical point of view, we have not yet used the com-

plete arsenal of touib available to us now. Because seismic activity takes
place in response to stress accumulation in the earth due to tectonic defor-
mation, it is clear to me that stress relaxation is ultimately the correct
point of view one should adopt to investigate the seismic phenomenon.
The same holds for anomalous radiation from explosions. The specific
mode of relaxation, aseismic or catastrophic, depends on local physical
conditions, and on the history of the medium. In view of the complexity
of geological materials and geological settings, a satisfactory treatment
will involve statistical and deterministic features which are found today
in individual models, but are rarely combined. Thus, I consider it likely
that for realistic initial conditions (inhomogeneous prestress, variable
material properties), relaxation models and crack propagation models will
eventually merge into a general treatment of failure. This requires, of
course, that we learn to solve relaxation problems for arbitrary
geomeuies, since geometry should not be pre-specified in a fully dynamical
treatment.

It is also clear to me that the most important recent advances are
driven by the collection and analysis of large, high-quality data sets. This
includes teleseismic observations, near-field recordings, and laboratory
data. Digital recording, and automated digital processing have brought
to us a wealth of information which we have hardly begun to exploit. To
date, only in a few instances have we been able to produce a detailed
description of a seismic event with all the complications associated with
variable conditions along the fault. In the future, with the acquisition of
very complete data sets, one could envisage the formulation and solu-
tion of ever larger inverse problems aimed at retrieving three-dimensional
details of the source mechanism. This would tell us what the models should
simulate and ultimately predict.

The phenomenological descriptions of sources must, of course, be
on a par with the level of detail one tries to represent. hi practice, this
probably means that descriptions based on a few low-order moments will
not be adequate; moment expansions do not converge fast enough to
be very useful at short wavelengths and in the analysis of near-field data.
Perhaps alternate evpqansions, capable of representing source details n
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space and time can be devised, starting with moment tensor densities
("stress gluts"). In any case, I suspect that such developments will be
"data driven".

This review of source theory has not done justice to the enormous
amount of work which has characterized the last twenty-five years. It
is heavily biased toward the more theoretical aspects of source model-
ing, and touches on the problems of retrieval of source parameters from
seismic observations only in a peripheral way. In particular, I have not
touched on a great many subjects which are of obvious and tremendous
importance, such as

(1) The retrieval of source parameters by waveform modeling
[e.g. Burdick and Mellman, (1976)]. This topic is intimate-
ly related to wave propagation, which is reviewed elsewhere
in this volume.

(2) Anomalous seismic sources which are not explosive, nor
earthquake-like, but can be represented by single forces,
such as volcanic sources (e.g. Kanamori and Given, 1982),
or impacts.

(3) Sources of seismic noise, volcanic tremor, etc.

(4) Phenomenological aspects of the seismic source which may
have precursory character.

In fact, there are probably many more aspects of the available
theoretical baggage which I simply have not thought of.

My hope is that my selection of material did convey the impression
of a continually growing field, which branches out into many others, such
as fracture and crack mechanics, mathematical theory of stability of
nonlinear systems, etc.

Great progress has been achieved in the past decades, and we can
expect further discoveries in the future. The most likely source of pro-
gress is the installation of numerous recording instruments which repre-
sent state-of-the-art in modern seismometry, and the automated proc-
essing of large data sets. This holds for dense local and regional arrays,
of strong-motion instrumentation, and for global networks. The study
of seismic sources is in fact one of the most prominent arguments for
the deployment of a digital Global Seismic Network (IRIS, 1984). The
new data acquisition systems and processing techniques will help answer
some of the questions we are facing today.

They will surely raise new ones.
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Elastic Wave Attenuation in Rock
and the Transition Zone from

Linearity to Nonlinearity*

J.R. Bulau, B.R. Titmann, and M. Abdel-Gawad

Summary
In this paper we discuss the use of laboratory measurements of attenua-

tion to (1) define the amplitude of transition from linear behavior to nonlinear
behavior in various rock types under controlled environmental conditions
and (2) examine thef na dependene of attenation on strain amphude.

Conclusions and Recommendations
On the basis of laboratory measurements of Q as a function of strain

amplitude we find that the transition from linear behavior to nonlinear
behavior depends on a number of factors including the strength of in-
tergranular bonding in the rock, effective pressure, and the condition of
the rock with respect to adsorbed moisture. Transition amplitudes can
be small, in some cases significantly less than 10- 6, corresponding to
stresses of about I bar. Improved techniques are being developed which
will enable us to better delineate the linear to nonlinear transition amplitude
and provide the most reliable and accurate measurements of material
response to applied stresses over the widest and most useful range of
amplitudes and frequencies.

Abstract
The coupling efficiency between a source explosion and the resulting

seismic waves is well known to depend on differences existing between
various rock types. In order to account for these differences and relate
them quantitatively to the mineralogy and microstructure of various rocks,
it is necessary to (1) define the radius of transition from the near field,
which exhibits nonlinear behavior, and the far field, which exhibits true
linear behavior; and (2) evaluate the nonlinear processes which occur in

*Work sponsored by Advanced Rez arch Projemts Agency (DOD), ARPA order number
4400, monitored by NP under contract #F49620-83-C-0065.



118 Erstc Wave Aiw&aion i Ro* and dw Tramaion ...

materials as an explosive shock front passes through them in the near
field at high nonlinear amplitudes. There are two major objectives to our
program: (1) use laboratory measurements to define the amplitude of tran-
sition from linear to nonlinear behivior in various rock types under con-
trolled environmental conditions of pressure, temperature, and composi-
tion; and (2) examine the functional dependence of attenuation of strain
amplitude and relate laboratory measurements to theoretical models. 'hese
measurements are especially relevant to interpretive studies of the observ-
ed decay of peak particle velocity and displacement with scaled distance
from explosions.

A number of different approaches have been used by us in the
laboratory to measure the attenuation of elastic waves in rock under con.-
trolled conditions. The forced resonance technique has been found usefuil
for measuring the Q of vibrating beams under linear conditions, and for
defining the amplitude of transition from the linear seismic regime to the
nonlinear near field regime. Typically rocks show a linear regime at low
strain amplitudes where Q is independent of strain amplitude, and a tran-
sition to the nonlinear regime at high strain amplitude where Q becomes
amplitude dependent.

The amplitude of transition from the lhiear regime to the nonlinear
regime is not the same for all rock types and depends upon the strength
of intergranular bonding, confining pressure, and the amount of water con-
tained within the rock. We have documented these observations with ex-
perimental measurements. These results suggest that the mechanism for
nonlinear attenuation involves internal friction between grains. For sand-
stone and poly-crystalline salt. Our experimental evidence also
demonstrates that the presence of even small amounts of moisture in the
form of surface adsorbed water can significantly reduce the transition
amplitude. The water evidently has the effect of reducing the coefficient
of friction along intergranular contacts, resulting in a decrease in the ffic-
tional stress required for intergranular shear.

Whereas most of our measurements have been acquired with the forc-
ed swept resonance technique, we have begun data acquisition with two
other complementing techniques for measurements at high amplitudes and
low frequencies. First, at relatively high frequencies (> 10 Hz) a modified
resonance type of measurement can be performed. The resonant vibra-
tion is excited very quickly and the vibration amplitude is monitored as
a function of time during the free decay. The second technique, which
is most useful at relatively low frequencies (0.01-5 Hz), requires
simultaneous measurements of stress and strain in a specimen which is
subjected to cyclic loading. The Q can then be obtained from an analysis
of the time functions of stress and strai.
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Introduction
It is well known that the efficiency of coupling between a source ex-

plosion and resulting seismic waves depends upon various factors, including
the source rock type, whether the explosion was tamped or detonated
in a cavity, and the condition of water saturation in the source rock. When
interpreting seismic signals it is useful to consider the near field source
regime independently of the far field seismic regime. The boundary be-
tween these two regimes is often described in terms of how the material
responds to the stresses associated with the seismic pulse. In the near
source regime material response is nonlinear, inelastic, and amplitude
dependent. In the far field the material behavior is linear anelastic, and
independent of amplitude.

The usual approach to a quantitative description of the seismic source
involves measurements of particle motions at distances which are relatively
close to the source. These free-field particle motion measurements general-
ly show that peak displacement, velocity, and acceleration decay more
quickly with increasing scaled distance than that predicted from simple
geometric spreading in a perfectly linear elastic medium. Laboratory studies
have shown that the amplitude of transition from the linear anelastic seismic
regime to the nonlinear near source regime can occur at very low
amplitudes. In some cases, as shown below, nonlinear effects have been
observed at strains significantly lower than 10-6, which corresponds to
a stress of approximately I bar. On the basis of these measurements it
must be concluded that the free field particle motion measurements which
are frequently used for calculating the reduced displacement potentials were
not obtained at linear amplitudes, and therefore may not be suitable for
defining the seismic source. We have found (Tittmann, 1983) that
measurements of Q as a function of vibration amplitude can be used as
a very sensitive indicator of the transition amplitude from linearity to
nonlinearity. It is, therefore, our objective to (1) shed light on this pro-
blem by using laboratory measurements to define the amplitude of transi-
tion from the seismic regime to the near source regime in various rock
types under controlled conditions of pressure, temperature, and rock type,
and (2) examine the functional dependence of attenuation on strain
amplitudes up to 10- 4, and compare these measurements to theoretical
models.

Available experimental results indicate that the amplitude of transi-
tion can depend upon a number of factors, including pressure and the
strength of intergranular bonding. In a compilation of experimental results
Stewart et al., (1983) have shown that relatively well bonded materials
exhibit a higher amplitude of transition than relatively poorly cemented
materials. The measurements on quartzite and proxenite presented by
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Gordon and Davis (1968) indicate a transition amplitude near strains of
10-. The measurements on limestone by Peselnick and Outerbridge
(1961) show a transition amplitude greater than 10- 5. These contrast with
measurements by Johnston and Toksoz (1980) and Winler et al., (1979)
on various sandstones, which show significant noninearity at strains below
10-6. In a more recent experimental study Tittmann et al., (1981) ex-
amined the effects of strain amplitude and confining pressure on attenua-
tion in Berea and Boise sandstones. They demonstrate that while the
porosity and permeability of these two sandstones are similar, the Boise
sandstone exhibits strong intergranular bonding due to silica overgrowths,
while the Berea sandstone exhibits relatively weak intergranular bonding
with day. Contrasting with Berea sandstone, the Boise sandstone exhibits
relatively high compressive strength and modulus, a relatively small ef-
fect of strain amplitude on attenuation, and a relatively high amplitude o;
transition from near linearity to significant nonlinearity. Attenuation in Berea
sandstone is also relatively more sensitive to confining pressure. Tittmann
(1983) has examined the effects of confining pressure on attenuation in
natural dome salt. He dearly demonstrated that the amplitude of transi-
tion in this material increases with increasing confining pressure. These
results are consistent with the arguments of Mavko (1979) and Stewart
et al (1983) that nonlinear attenuation can be explained by frictional sliding
along intergranular surfaces. Increasing the confining pressure on the rock
increases the forces norml to intergranular surfaces, resulting in increased
frictional stress and an increase in the strain amplitude required to ex-
ceed the elastic limit.

In the remainder of this paper we will present some experimental
results which complement the above mentioned studies, and show that
small amounts of water in the form of a surface adsorbed layer can also
affect the transition amplitude. Finally, we will discuss briefly some of the
issues which must be considered prior to applying measurements of
nonlinear Q, using small specimens in the laboratory, to free-field seismic
data.

Effects of Moisture on Attenuation
in Berea Sandstone

1. Experimental Methods: A cylindrical sample of Berea sand-
stone 1.42 an in diameter and 12.34 cm long was suspended in the
resonating bar apparatus, which is illustrated schematically in Fig. 1. The
apparatus was contained in a controlled atmosphere chamber, and attenua-
tion values were obtained using both torsional and flexural modes of vibra-
tion, at various ambient hundty levels between 0% RH and 93% RH.
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Fig. 1. Schematic illustration of the resonating bar apparatus.
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Q was calculated by taking the ratio of the resonant frequency to the band-
width of the forced resonance peak. Maximum strain amplitude is defined
in Figs. 2 and 3.

2. Experimental Results: At all humidities up to 31% RH the
results, which are illustrated in Figs. 4 and 5, indicate the existence of
a linear, strain independent Q at relatively low amplitudes, with a transi-
tion to a nonlinear, amplitude dependent Q at relatively high amplitudes.
The magnitude of the linear attenuation increases with increasing humidity,
and the amplitude of transition decreases with increasing humidity.
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Fig. 4. Attenuation vs strain amplitude for Berea sandstone resonating
(200 Hz) in flexure at several different ambient humidity levels.
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Fig. 5. Attenuation vs strain amplitude for Berea sandstone resonating
(210 Hz) in torsion at several different ambient humidity levels.
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Tittmann (1983) presents similar results for hydrostatically pressed salt
specimens. These results indicate that the most important linear anelastic
attenuation mechanism involves the relaxation of stresses within the
hydrous layer located on intergranular crack surfaces and grain boundaries.
We also observe that the amplitude of transition deceases with increasing
humidity. In the context of the frictional attenuation model (Mavko, 1979;
Stewart et al., 1983) this would indicate a reduction with increasing humidity
in the coefficient of friction between opposing crack faces.

Nonlinear Q Measurements
Although the resonant bar-type measurements are well-suited for

measuring attenuation and modulus in the linear anelastic regime, and for
defining the transition amplitude from linear to nonlinear behavior, several
other issues need to be considered before one can apply the high amplitude
nonlinear Q measurements to studies of high amplitude seismic pulse pro-
pagation in the near field.

1. Forced Resonant Vibrations: Q is frequently calculated from
the ratio of the resonant frequency to the bandwidth of the resonance peak
measured at half power amplitude. It is well established (cf. Nowick and
Berry, 1982) that this is a sound technique for measuring Q in a material
with linear response. However, this may not be a particularly satisfactory
technique for measuring energy dissipation in a material with properties
that depend on vibration amplitude. In most rocks, when vibrations ex-
ceed the elastic limit the modulus decreases with increasing vibration
amplitude, probably due to frictional sliding along microcracks (Mavko,
1979; Tittmann etal., 1982; Tittmann, 1983). The shape of the resonance
peak at low amplitude is nearly symmetrical. At high amplitudes the peak
becomes severely skewed toward the high frequency side. We have
observed this effect at high amplitude in all but the most tightly consolidated
rock types. The observation is illustrated in Fig. 6 for natural dome salt
at 0.689 MPa effective pressure. This result casts suspicion on the
usefulness of the swept forced resonance technique for obtaining reliable
measurements of Q and modulus at high nonlinear amplitudes.

2. Definition of Strain Amplitude: Another problem with
measuring nonlinear Q involves the definition of strain amplitude. Strain
amplitude is usually calculated for a position of maximum strain in the
specimen, as in Figs. 2 and 3. Using this convention first-order strains
vary from zero to the maximum value reported, depending on location
within the specimen. Since the attenuation measurements reported do not
represent values for incremental units of volume exposed to homogeneous
train, as would be the case for free field vibrations, it is felt that a careful
analysis of the stress field within the speci-nen is necessary.
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Fig. 6. mustratIon of the shape of swept resonance peaks. Low amplitude vibra-
tions within the linear regime are generally nearly symmetric, as shown in
the lower frame (2.9x 10 - 8 maximum strain), while skewness is apparent at
higher strains (2.2x 10 - 7, center, and 1.Ox 1O- 5, top).

3. Memory Effect: Another problem, which is somewhat more
subtle involves the response of the specimen to repeated cycles of vibra-
tion at very high nonlinear amplitudes. The test specimens appear to have
a memory, such that the first elastic pulse propagates through a material
which has come to equilibrium with a more or less static environment over
a relatively long time period. Each subsequent pulse passing through the
material sees the accumlated changes resulting from exposure to previous
pulses, while causing changes itself.

The forced resonance technique measures modulus and attenuation
in a specimen which has come to equilibrim after exposure to a long train
of high amplitude pulses. The accumulated effects of repeated cycles at
high amplitude is demonstrated in Fig. 7. The test specimen was a piece
of natural dome salt vibrating in torsion at an effective pressure of 0.7
MPa. The amplitude of forced resonant vibration was monitored as a func-
tion of time with constant driving power. Peak vibration amplitude was
controlled using a lock-in amplifier. The decrease in vibration amplitude
increases with repeated exposure to high stress levels. (The effects are
reversed in a comparable period of time.)

Preferred Techniques for Nonlinear Measurements
It is apparent that if the results of high amplitude Q measurements

are to be applicable to seismic pulse propagation in the near field environ-
ment the number of high amplitude pulses should be minimized. The pro-
cedures outlined below are being developed for the purpose of measuring
linear and nonlinear attenuation and modulus on granite and natural dome
salt.
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Fig. 7. Demonstration of ac-
(d) cumulated damage caused by

0 2 4 6 repeated exposure of dome salt
sample to high amplitude torsional

Time (x 103 s) vibrations. Sequence (a) to (d) cor-
responds to decreasing vibration
amplitude. (Strains: (a) 1.1 x

I I 7 10 - , (b) 7.6 x 10 - 7 , (c) 3.5 x
0 5 1.0 1.5 2.0 25 10 - , (d) 1.0 x 10-7.) See text for

No. of cycles (x 105) complete details.

1. Modified Resonance Technique: One possible technique for

measuring Q at high nonlinear amplitude involves monitoring the free decay
of vibration amplitude in a test bar which is rapidly accelerated to high
initial nonlinear vibration amplitude. A preliminary version of this experi-
ment has not been tested in the laboratory. Representative results are
shown in Fig. 8. The sample of natural dome salt was accelerated to high
amplitude using a 22 cycle sinusoidal wave train at the resonant frequen-
cy of 410 Hz. A non-contact coil and magnet-type transducer was used
to couple the electrical signal to the sample. Vibration amplitude was
monitored with a second transducer of the same type. The signal from
this transducer was amplified, digitized, and stored for analysis. In future
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Fig. 8. Graph of vibration amplitude vs time for natural dome salt at 0.7 MPa
effective pressure vibrating in torsion. Sample was driven at the 410 Hz reso-
nant frequency for 22 cycles, followed by a period of free decay.

experiments a mechanical impact technique may be used in order to ex-
cite vibrations at even higher amplitudes than can be obtained using elec-
tromagnetic transducers.

For a liner solid the envelope of free decay of vibration amplitude with
time is given by

A(t) = A, exp (-12wt Q- 1 ) (1)

where 4 is vibration amplitude at time to, A(t) is vibration amplitude at
time tw is angular frequency, and Q- 1 is attenuation. For nonlinear
materials Mavko (1979) proposed an amplitude dependent frictional at-
tenuation model in which the attenuation is a linear function of strain, E,

Q-1 (0 = Q;1 + ac- (2)

where Q;- 1 is a value of anelastic attenuation taken at low strain, and may
depend on frequency. Minster (1982) and Minster and Archambeau (1983)
used this relationship to explain the decay of peak displacements and
velocities measured as a function of scaled distance in the COWBOY series
of explosions in dome salt. In our experiments we will fit the decay envelope
to a decay function similar to Eq. (1), but expanded to include an amplitude
dependent Q function, as in Eq. (2).

2. Stresa-Strain Measurement Apparatus: Rockwell has fund-
ed a program to btk an apparatus for meam g complex nodulus through
analysis of the stress and strain time functions. The apparatus is modeled
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Fig. 9. Schematic illustration of the low-frequency complex modulus
appartus.

after the design of Liu and Peselnick (1983). It is illustrated schematically
in Fig. 9. A test sample bar and a high Q linear elastic reference bar are
oriented in series with a piezoelectric stress generating transducer.
Displacement is measured using non-contact capacitive transducers at two
locations, one at the top of the reference bar and one at the top of the
sample-reference assembly. the displacement on the reference bar can
be translated into stress provided that the spring constant is known. The
difference between the two displacements corresponds to sample strain.
The amplitude and shape of the loading curve can be controlled by
modulating the voltage on the piezoelectric transducer. An operating range
from below 0.01 up to about 5 Hz is expected. For very low amplitude
measurements with poor signal to noise ratio the system is designed for
extensive signal averaging.

For a linear material

Q-1 A (3)
4rE

where 0 is the phase angle between the sinusoidal stress applied to the
sample and the resulting sinusoidal strain, AE is the area of the elliptical
hysteresis loop, and E is the energy of one full loading cycle. For a nonlinear
material, a sinusoidal load function does not result in a sinusoidal displace-
ment function, and it is best to calculate Q from measu'ements of both

I
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the area under the loading curve and the area of the hysteresis loop.
Nonhinearity manifests itself as harmonic distortion when the results are
recast into the frequency domain.

Sowe prelimin-mry results of measurements on Boise sandstone and
Kel-F teflon are presented in Fig. 10. Both sets of measurements were
made at 1 Hz. An open hysteresis loop is dearly evident in the low Q
Kel-F spetimen. The loop is relatively small in the high Q Boise sand-
stone spechuen. The area of the loop is, however, measured reproducibly
provided that sample signal to noise ratio is reasonably high, as illuctrated
in the figure.
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Linear Elastic Waveform Modeling
in the Inelastic Region of

Underground Nuclear Explosions

L.J. Burdick, J.S. Barker, D.V. Heimberger
and D.G. Harkrider

Summay
In an attemp to charate the way in which linear elastic theory breaks

down within the inelastic region near underground nuclear explosions, we
have compared the observed veloc wavefims from the inelastic region uith
prdhn of onint elastic greakwd ray Meor. In earhl uie s , models
Joy events at both Pahute Mesa and Amchitka were develoe using ground
motion recordnp from the 5 to 20 km distance range. The models consisted

of a source time function and a source streng, V,., for a point source in
a laye&ed astic crust. In this study the prdicions of the models were evaluated
at ranges from 0 to 5 km. Surprisingly, the elastic models Predict the observ-
ed peak vetical velocity very accurately even in the spall zone. They also
predict the rise times of the velocity pulses into surface zero. The elastic syn-
thetic seismograms match the observed elocities up until the time when the
spalld material begins to decelerate. The observed radial motions are much
more poorly modeled. Nevertheless, the results suggest that only low-order
comections to elastic theory may be required to explain some of the phenomena
within the inelastic region of contained nuclear explosions.

Vertical vlc wauvefons within the stall zones of Amchitka and Pahute
Mesa events are well modeled by linear elastic theory during the compressive
pulse prior to spall. We introduce the definilion of the "compressive elastic
radius. "

The inelastic region of an underground nuclear explosion is generally
considered to include not only the zone of high deformation and high strain
immediately surrounding the explosion, but also that portion of the sub-
surface that undergoes spaUl. Eisler and Chilton (1964) and Chilton, et al.,
(1966) have defined spall as rock failure that occurs when the downgoing
tensional stress wave that results from a reflection at the free surface ex-
ceeds the sum of the upward compressional stress, the lithostatic stress
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and the tensile strength of the rock. Previous computations of the mo-
tions within the spall zone have involved numerical approximations to the
full non-linear problem (e.g., Viscelli, 1973; Day et al., 1983, 1983). Due
to the extreme deformations, spalling is certainly an inelastic process, but
is may be reasonable to assume that in the period of upward compression
immediately preceding spall, the material behavior is only mildly nonlinear.
This paper reports an attempt to d aracterize the degree to which linear
elastic theory breaks down within the spall zone of underground nuclear
explosions.

In previous studies, detailed crustal structure models and source func-
tion representations have been developed for events at Amchitka
(Burdick et al., 1984) and Pahute Mesa (Hartzell et al., 1983) by model-
ing waveforms at 5-20 km epicentral distance. These results from well-
within the elastic region have been used to compute synthetic seismograms
for comparison with the first compressional pulse recorded within the spall
zone. Ordinary elastic generalized ray theory is used, along with the
HelImberger and Hadley (1981) source representation. Both upgoing and
diving P waves are considered.

Results for the Amchitka event, CANNIKIN, are presented in Fig. 1.
In the left panel are the observed vertical velocity waveforms (solid traces)
and the elastic synthetic seismograms (dotted lines) plotted with a com-
mon origin time. the excellent agreement in arrival times indicates that
lateral variations in P wave velocities are negligible. The onset of spall
is indicated by a constant, - ig slope in the observed velocities. The fit
of the synthetics to the first rise, which is equivalent to modeling the first
peak in vertical acceleration, is quite good throughout the soall zone. In
particular, that the initial slope is well predicted by the elastic model in-
dicates that inelastic effects in the direct P wave not already accounted
for by the source representation are minor. The right panel o" Fig. 1 sum-
marizes the decay of peak velocities with epicentral distance. The predic-
tions of the Burdick et al., (1984) source model (solid line) match the ver-
tical observations (circles) into ranges less than 1 km distmce. The radial
peak velocities (crosses) are overpredicted by the model (dashed line) by
a factor of about two, indicating that radial velocities may be more sen-
sitive to inelastic processes or variations in the structure model.

Similar results for another Amchitka event, MILROW, are presented
in Fig. 2. Once again, excellent predictions of arrival times and initial slopes
indicate that the crustal structure model and source representation deter-
mined by Burdick et al., (1984) for waveforms recorded at 7-12 kn range
yield excellent predictions of the compressional pulse into surface zero.
The model somewhat overpredicts the peak vertical velocities. The syn-
thetic seismogram for the surface zero station (S-0), however, reflects
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Figure 1. A comparison of the observed velocity data from within the spa zone
of CANNIA with elastic predictions based on data from the elastic region.
(a) Observed vertical velocity waveforms (solid lines) and generalized ray syn-
thetics (dotted lines) computed for the compressional pulse prior to spall and
plotted on a common scale. (b) Observed peak vertical (circles) and radial
(squares) velocities and elastic model predictions (solid and dashed lines) plot-
ted as a function of epicentral distace.

the proximity of a branch point singularity in generalized ray theory for
vertical incidence. Once again the radial peak velocities are notably
overpredicted.

For comparison, we now turn our attention to the Pahute Mesa event,
BOXCAR, which had a yield and depth of burial similar to that of MILROW
(BOXCAR: 1300 kt, 1160 m; MILROW: 1000 kt, 1219 m). Hartzell et
al., (1983) developed a structure model for Pahute Mesa and a source
representation foi BOXCAR based on waveform modeling in the distance
range 4-11 kmL Figure 3 presents the results into surface zero. Once again,
the observed vertical velocity waveforms are plotted on the left as solid
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Figure 2. A comparison of observed velocity data and elastic model predic-
tions for MILROW. (a) Observed vertical velocity waveforms (solid lines) and

generalized ray synthetics (dotted lines) computed for the compressional pulseprior to spal and plotted on a common scale. (b) Observed peak vertical
(circles) and radial (squares) velocities and elastic model predictions (solid

and dashed lines) plotted as a function of epicentral distance.

lines and the synthetic predictions are dotted lines. The spall zone ex-
tends to just beneath station S-12; a radial distance of 3.8 kmn. Arrival times
are not matched as well as in the Amchitka events, suggesting that lateral
crustal structure variations are more prevalent at Pahute Mesa. No cor-
rection for station elevation has been made. With a slight time shift, the
slope and rise time at stations S-16 and S-24 are wel matched, This is

to be expected, since these waveforms were used by Hartzell ci al., (1983)
in obtaining the source model. The fit to the velocity rise times, and by
implication, the peak accelerations, degrades toward surface zero, with
the observed pulses significantly broader than the predictions. However,
the peak vertical velocities, plotted on the right side of Fig. 3 as a func-
tion of slant range, are quite well predicted into surface zero. Radial pa
velocities are, once again, overpredicted. In comparing the elastic source
representation for BOXCAR and MILROW, we find that BOXCAR has
a longer rise time (parameterized as a lower K value in the Heimberger
and Hadley (1981) representation) than MILROW. This indicates dif-
ferences in inelastic processes and coupling between Anhik and Pahute
Mesa which are included in the elastic sour ce representations. In addi-
tion, we find that BOXCAR observed velocities include variations in

1. 0
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Fig. 3. A comparison of observed velocity data and elastic model predictions
for BOXCAR. (a) Observed vertical velocity waveforms (solid lines) and
generalized ray synthetics (dashed lines) plotted on a common scale. Noted
to the right of each trace are the peak velocities in cm/s for the observed (up-
per) and synthetic Oower) compressional pulses. (b) Observed peak vertical
(circles) and radial (triangles) velocities and elastic model predictions (boxes
and diamonds, connected by lines) plotted as a function of slant range.

inelastic effects or unmodeled source or propagation effects as the direct
P wave incidence angle approaches vertical.

By contrast, the Pahute Mesa event, INLET, presented in Fig. 4,
shows little variation in the quality of fit into surface zero. Arrival times
are not well matched, particularly where the P wave take-off angle is nearly
horizontal. With slight time shifts, however, the slope, rise time and peak
velocity of the compressional arrival are quite well predicted by the elastic
model into surface zero.

Some justification of our approach may be obtained from measurements
of peak radial stress measurements for various geological media near small
underground nuclear explosions (Fig. 5, modified from Rodean, 1981, from
a study by Holzer, 1966). These are effectively wholespace measurements.
The radius of rock vaporization for these materials is about 2 mnkt
(Butkovich, 1967). Outside of this all materials cluster about a common
strong-shock solution. At about 10 rn/kt , the strong, non-porous rocks
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Figure 4. A comparison of observed veolcity data and elastic model predictions
for INLET. (a) Observed vertical velocity waveforms (solid lines) and generaliz-
ed ray synthetics (dotted lines) plotted on a common scale. Noted to the right
o each trace are the peak velocities in cm/s for the observed (upper) and syn-
thetic (lower) pulms. () Observed peak vertical (cirdes) and radial
(triangles) velocities and elastic model predictions (boxes and diamonds, con-
nected by lines) plotted as a function of slant range.

begin to approximate an elastic wave solution. For the weaker, more porous
materials, this change occurs at approximately 35 m/ktv. Indicated by bars
on the plot are the scaled slant ranges used in this study for CANNIKIN,
MILROW, BOXCAR and INLET. The basalts and pillow lavas of Am-
chitka are probably very similar to the granite and sale measurements,
and would be expected to fall on the upper elastic curve. The tuffs and
rhyohtes of Pahute Mesa, on the other hand, would plot on the lower curve
with tuff and alluvium. Continuing the analogy, we see that all of the sur-
face recordings used in this study fall outside of the wholespace elastic
radius for their respective media, and that the radius for Pahute Mesa
should be larger than for Amchitka.

Returning to the more realistic case of a layered half-space, we may
define the "compressive elastic radius" as the radius beyond which the
material response is elastic while under compression. The concept is il-
lustrated in the upper panel of Fig. 6, in which the "compressive elastic
radii" for MILROW and BOXCAR are displayed. The effects of inelastic
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processes within these radii are taken into account by the elastic sourcerepresentations. Pahute Mesa events demonstrate greater inelastic ab-
sorption than Amchitka events due to the greater "compressive elastic
radius." The variation in apparent absorption of BOXCAR waveforms in-to surface zero is indicative of the "compressive elastic radius" reaching
near the surface. This may be attributed to a number of effects, including



L.1 Burdick dt al. 137

(a)

00
MILROW BOXCAR

(b)

Radial istance, '
0 200 400 600 $00 1000

I I I I I

'-" e n il eLsfic

the"tesie easic adis"in ffCaer th (Wonert o lfomanmeia

aprFig.6ma ceai ersnation to the fulnocinaopl m prDyesioal e1982). dii



138 Linear Elastic Waveform Modefing in the Jndastic ...

multiple spali openings, initiation of cavity collapse, or inelastic propaga-
tion through a "chimney" of crushed rock above the source. With the
onset of spall, the "tensile elastic radius" replaces the "compressive elastic
radius," encompassing the portion of the surface within the spall zone.
An example from the numerical models of Day et al., (1982) is shown in
the lower panel of Fig. 6.
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Spall Contribution to Locad Seismograms

Roy J. Greenfield

Summary
The contribution of spall to setsmograms at local distances (tens of kin)

is investigated. Numemrus teleseismic obserations have shown sall effects.
Thus, it is reasonable to expect that it will affect the local waves. We concen-
trate on the short period (.25 to 2. Hz) suface waves at local ranges.
Understanding these local records may be usefid in haractoweng the source
and thus how spalw il affe near rqwna semogmms. The spall1wrated
local waves are also important to the extent that scaterngfwm them con-
rihbues to wave complexity and the coda on "gional and tleseismic records.

Seismograms are modeled using a numerical wave number integyation
pngram. In addition to the normal explosion ssource, the spal! is included
by a surface dibution of vertical point sources added with proper delay.
At eac point on the surface the point source is given the time function sug-
gested by Day e al. (1983); a numerical superposition is made of the sur-
face contibubons. The synthetics may be venfwed by com ason to local CAN-
NIKIN and MILRO W records, because the spal extend of these explosions
is well documented.

Introduction
The phenomenon of spall may have important effects on the seismic

signals from underground nuclear explosions. To improve estimates of the
size of explosions it is important to understand the effect of spall on the
signal. This paper considers the generation, by spall, of Rayleigh waves
observed at local distances. A method is developed to use source area
measurements of spall extent to predict the local Rayleigh wave amplitude.
The method is similar in conception to that used by Viecelli (1973). The
method is applied to the surface waves observed for the CANNIKIN event.
This event was used because free-field measurements were available to
generally determine spall extent and several stations in the 10 to 20 km
distance range recorded clear surface waves. The purpose of the calcula-
tion is to show if the spall effects the one to four second period surface
waves or if they are mainly due to the direct blast wave.
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Method of Computing the
Spall Wave

The spall at any point is included as a vertical force time function ap-
plied at the surface. Early work (e.g., Viecelli, 1973) simply used a ver-
tical downward time impulsive force applied at the time of spall landing.
The form of this impulse, per unit area of surface, is

F (T) = V . H - p - 8 ()

where V is the initial spall velocity, H is the spall layer thickness, p is
the density and 6 (tL) is the delta function at the landing time.

Recent work (Bache et al., 1982; Day et al., 1983) gives persuasive
theoretical and computational evidence that suggests that the spall force
time function should not be modeled as a single downward force but rather
one that does not impart a net momentum to the Earth. This model is
represented by the time function of a downward impulsive force of the
magnitude VHP at spall launch time, a second equal downward force at
the time of landing, and a constant upward force, due to the removal of
the spal mass of 2VHp/T = 2Hpg where T is the time extent of the
spall and g is the gravity force. This force time. function, denoted by F (t),
applies no net momentum to the Earth. The majority of the computations
use F, (t). Though, results show that the spall component of the Rayleigh
wave is not greatly different if the single impulse F, (t) is used instead.

Let G (R, T) be the Green's Function for a vertical time impulsive point
source at the distance R from the receiver. The spall force depends orly
on time and r, the horizontal distance from the sources to the spall; 0
is the azimuth angle around the source. Then the total spall ground mo-
tion is given by a convolution over the surface and over time.

q2 (t) i I [F (t,r)*Gi (R,t) ] dr dO (1)

Here qj (t) is the horizontal or vertical ground velocity at the receiver
Gi(R,r) is the Green's Function for ground velocity, including the instru-
ment and * indicates convolution.

For computational convenience the convolution in (1) was reordered as

q,(t) dR[Gi(R,t) * S (R,t)] (2)

where S (R,t) is the total force time function acting at R from the source.
The integral in (2) was approximated by a sum. The S (R,t) was com-

puted using .5 km increments in both R, and r. The Gi(R,t) were
evaluated by the wave number integration method used by Baag (1984).
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The earth model used was Model I of Burdick etal., 1981. Figure 1 shows
the resulting vertical velocity Green's Functions, G (R,t) for an impulsive
force and the S (R,t).

The Spall Model
Data from Perret (1973) was used to develop the spall model. Figure 2

gives the V and span arrival time curve used in the calculation of the spall
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Fig. 2. Spall parameters. (a) Arrival times. (b) Spall takeoff velocity.

force time functions. T was calculated as 2V/g. The total extent, rm, of
the spall is not known precisely but the apnea-ance of surface records
indicates at least some spall occurred to r of 6 km. A spall thickness of
9,144. cm was used in the calculations, following the analysis of Perret
(1973). However, this may well be an underestimation by a factor of 2.
The thickness would be on the order of 20,000 cm if the curve given by
Viecelli (1973) had been used.

Results for the Spall-Generated Surface Wave
Figure 1 shows the functions S (R,t). It should be noted that the time

extent of the S is largest for the R that included the explosion point. Here
the time function of S (R,t) is approximately 2.5 seconds. This is slightly
longer than the maximum spall time, 7, of 2.3 seconds directly above
the source.

Figure 3 gives the total vertical velocity response for a receiver at
20 km from the source. Synthetics are shown for assumed spall extents,
rm, of 2.5 and 4.5 km for the F (t) time function. Also shown is a syn-
thetic for a F, (t) source. As would be expected, the signal is more ex-
tended in time and thus, the frequency content is lower than for the in-
dividual Green's functions. The amlitude is, however, only about 3.0 ca/sec
peak to peak. Figure 4 shows data at 20.0 km from CANNIKIN. The ob-
served vertical surface wave amplitude was 20. cm/sec. thus, the theo-
retical spall generated surface wave amplitude was 20. cm/sec. thus, the
theoretical spall generated surface wave was close to an order of magni-
tude lower than observed. There is no major difference for the F (t) and
F, () force time functions.

Figure 4 also shows velocity synthetics computed for the explosive
source without spall. Results are given for a reduced displacement poten-
tial (RDP) close to that used by Burdick et al., (1981). These synthetics
match the amplitude of the observed 2.5 second period Rayleigh waves.
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Fig. 3. Velocity syntheticF3 for spal alone. The explosion is not included. Low
pass filtered at 1.2 Hz.

A) r. = 2.5 kin, FAt) source.
B) rm = 4.5 kin, F.(t) source.
C) r,, = 4.5 kin, F1 t) Source.

However, they also have some lu.ge later arriving 1.7 second Rayleigh
waves. These waves do not appear in either the CANNIKIN data nor in
the MiLROW synthetics given by Lay et al., (103). When we computed
synthetics using a homogetious halfspace, these hk her frequency Rayleigh
waves were not prevent. Thus, they result from the lower velocity sur-
face mterial im Burdick (1981) model. Synthetics were oxnputed using a
RDP with a smaller overshoot. As shown on the figure, this reduced the
a;rtittd of the higher frequency Rayieigh waves. It is mo,'e likely, however,
that the 1.7-second waves are not in the observed data 1 caw the lack
of lateral conitinuity of the low-velocity surface layers.

Conclusion
The surface wave fi'om CANNIKN can be modeled by the exploive

source alone. The size of the spali contribution is an order of magnitude
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Fig. 4. Velocity Seismograms. A) Synthetic at 20 kin, CANNIKIN source func-
tion. B) Synthetic at 20 km for a reduced source overshoot. C) Data for sta-
tion M07 distance = 20.7 km.

lower than the observed Rayleigh wave. The wave amplitude would
however be larger if the spall thickness were greater than the 9000 cm
value used. The amplitude of the .25 Hz Rayleigh wave due to the spall
is not sensitive to the use of the single downward impulse time function,
F1, rather than the momentum conserving force time function, F. It is
important to consider the spall parameter of other events to see if the
spall component can be discounted, in general, as a source of short-period
Rayleigh waves.
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Regional Studies with Broadband Data

Lane R. Johnson and Thomas V. McEznlly

Summary
Considemble effort has been invested in obtaing hig-qualily bywdband

ground motion data that samples as much as possdde of the focal .,hee. A
total of13 NTS e.ntis have bee recorded wh up to 11 three-cOmponent sta-
tions located in tMe distance range of 0.5 to 10 km. Station distibutions have
included both networks surrounding the source and small dense arrays. The
indvidiual element !f the fntdree farce moment tensor have been estimated
for some of the explosions. Through frequency-wa veumber analysis, shear
wives have been iiemed at near distances which appear to be coming from
th immediate source region of the eploion. Coherency studies have been
used to inustigate the impotnce of scatteing upon the records. Phase-matched
fltering has been applied to regional surface wave data from NTS, providing
accurate group velocty and attemation estimates for Love and Rayleigh uaves
in the period range of 3 to 50 sec.

Introduction
VELA-sponsored research at Berkeley began around 1960 with the

program of Dr. Don Tocher and Prof. Perry Byerly to expand their central
California network of the UC Seismographic Stations, and to link for the
first time such a network by FM telemetry to a central recording site (see
Fig. 1). Their purpose was to improve research capabilities for studying
the mechanisms of local earthquakes. Shortly thereafter, with AFOSR sup-
port, the BKS WWSSN station was instaled, and a three-component, broad-
band (flat velocity response, 0.03-10 Hz, dual gains) station was installed
at BRK with continuous slow-speed (0.06 ips) FM recording on magnetic
tape. In 1964 the tape recording system was expanded to handle also six
of the short-period telemetered stations.

During the subsequent two decades leading to today, the AFOSR-
supported research program has concentrated on investigations into the
source mechanisms of earthquakes and explosions, along with techniques
for discrimhinating between them. From the start, the research was based
largely upon the new broadband data being acquired by the network from
local earthquakes and from underground explosions at the nearby Nevada
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Test Site (NTS), although some studies used teleseismic data. Promising
results of early discrimination studies with NTS data, along with source
studies of moderate-size central California earthquakes, led to further ex-
pansion of the broadbmad stations to BKS, JAS, WDC and SAO (see Fig. 2).
Early work on near-field observations of earthquakes, at Berkeley and
elsewhere, led to initiation in the early seventies of the AFOSR "Near Field
Program," a multi-institution co-operative study of the Bear Valley-Stone
Canyon seismogenic zone along the San Andreas fault. Methods for invert-
ing near-fied seismograms for moment tensor components were developed,
and much was learned about the characteristics of seismicity in that zone.

Scientific interest in AFOSR-related problems has in recent years moved
toward the development of better understanding of the earthquake source.
Using high-quality near-field data from selected NTS explosions, techni-
ques have been developed to extract the explosion and non-isotropic com-
ponents of the source function, in an attempt to better define the role of
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Fig. 2. Response curves for broadband seismographs recorded on slow-speed
FM magnetic tape at 13R1. Displucement sensitivity (magnification? in
volt/micrometer when reproduced on Honeywell LAR 7400 system (± 4 volts
output).
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tectonic stress release and source medium heterogeneity in shaping the
elastic radiation, and thus to improve techniques for explosive yield estima-
lion. A highly portable network of digital event recorders has been developed
tor these studies. In related research, the broadband data available from
Lawrence Livermore National Laboratory (LLNL) for their four-station net-
work have been used for discrimination research and, more recently, for
improving crustal structure models needed in explosion source studies us-
ing regional data.

In this paper we present short reviews of several of the research studies
in the AFOSR program, in an attempt to give a general overview of the
Berkeley research efforts through the years. The following sections, with
their figures, are self-contained. Many co-authors are represented in these
selected reviews, and many other studies exist but cannot be covered in
the available space. We acknowledge with warm appreciation the contribu-
tions of our colleagues at Berkeley throughout the program.

Spectral Evidence for Fault
Rupture Parameters

The ML 5.5 1966 Parkfield earthquake was wen-recorded on the BRK
broadband system, providing data for many investigations since. In one study
the Love wave spectra were analyzed for propagation of the rupturing fault
surface. This early application of directivity effects compared Love wave
spectra for five of the larger earthquakes in the sequence, shown in Fig. 1.
The spectra, seen in Fig. 2, reveal clear notches at periods consistent with

Spectral Evidence for Fault 3 km/sec

Rupture Parameters P Mag 4-I min-i

FIG. 1. Love waves of the five 5.5_
Parkfield earthquakes used in this
study.

.' so
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Spectral Evidence for Fault Rupture Parameters
FIG. 2. Ratios of the amplitude spectra normalized to the smallest earthquake
used in this study.

a fault rupture length of about 30 km and a rupture velocity of 2.2 kma/sec.
The four smaller events (ML 3.8 to 5.1) are quite similar, scaling at
10-20 sec periods closely with ML. "he 5.5 ML main shock at these periods

scales to a much larger value than its measured ML, as seen in Fig. 2,
which represents an early demonstration of the ML sauato phenomnon.

Short Period Discriminant
at Regional Distances

A spectral ratio method was shown to successfully discriminate be-
tween underground explosions and natural earthquakes when applied to the
Pg phase at regional distances. The data set included 69 events recorded
at the Berkeley network station JAS in the distance range 250 to 500 km
and the magnitude range 2.8 to 4.5 (Table 1). The Pg spectral ratio
(0.6-1.25 Hz)/1.35-2.0 Hz) shows explosions and natural earthquakes to
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A 'Natural' earthquakes
* Explosions
* Explosion 'afterevents'
* Collapses
n Unidentified sources

I

. 1
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3.0 3.5 4.0 4.5
Magnitude

Short Period Discriminant at Regional Distances

Fig. 1. P spectral ratio of vertical surface displacement, corrected for at-
tenuation with Q = 400, at JAS for events within 100 km of NTS. I and II
denote the earthquake and explosion fields, respectively.

separate into distinct sets for magnitude greater than 3.2, with explosions
relatively richer in the high frequency band. An interesting result was that
the spectra of afterevents of large explosions resemble the spectra of ex-
plosions more than that of natural earthquakes. However, these afterevents
appear to be more like natural earthquakes when the mb: M discriminant
is applied.

Deconvolution of Teleseismic
P Waves from Explosions

Teleseismic P waves from the Amchitka Island explosions MILROW
and CANNIKIN were used to study the effect of the free surface on shallow
explosions. Homomorphic deconvolution was applied to short-period wave-
forms at 6 LRSM stations and 2 stations of the Berkeley network (Table 1).
Figures 1 and 2 show that the first 3 seconds can be interpreted in terms
of a direct P-wave, the surface reflectionpP, and a slapdown phase associated



L.R, Johnson and TYV. McEvilly 155

Table I

Seismographic srtations

Epicer.trul dist. Azimuth
Station Type of instrument Location from MILROW from MILROW

(deg) (deg)
Belleview, Florida Geotech 18300 (CANI'JKIN) 28* 54' 19' N- 316-
(BEFL) 82 03 52 W; 31k4

Berkeley, California Press Ewing LP (CANNIKIN) 37 52 -4N. 42-7 &4-8
j9RK) 122 15 -6W
Houlton. Maine Portable Benioff (MILROW) 46 09 43 N; 6,, 4-
(HNME) (3eotech 18300 (CAMNIKIN) 67 59 09 W
Kanab, Utah Large Benioff (MILROW) 37 01 22 N; 917-
(KNUT) Geotech 18300 (CANN.KN) 112 49 39 W' 9 9

Las Cruces, Portable Benioff (MILRCW) 32 24 08 N; 560 79.1
New Mexico 106 35 58 W

(LCNM)

Priest, California Portable Denioff (CANNIKIN) 36 08 -SN; 4 5
(PRI) 120 39-9W 44856

Red Lake, Ontario Portable Benioff (MILROW) 50 50 20 N:
(RKON) Geotech 18300 (CANNIKIN) 93 40 20 W 51-5 54-0

San Jose, Texas Geotech 18300 (MILROW) 27 36 43 N; 447-(SJTX) Geotech 18300 (CANWN1KIN) 98 18 46 W' 7

0.

0.5 Slapdown

E 0

cc
-0.5PI

0 12 3 4 5
Seconds

Deconvolution of Teleseismic P Waves from Explosions
Fig. 1. Mean impluse train (solid line) ± its standard deviation (dashed line)
for MILROW. Impluse trains from KNUT, HNME, LCNAI and RKON were used
to compute the mean.
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Cr
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Deconvolutlon of Teleseismic P Waves from Explosions
Fig. 2. Mean impulse train (solid line) ± its standard deviation (dashed line)
for CANNIKIN. Impulse trains from HNME, KNUT, SJTX and BRK were used
to compute the mean.

with surface spallation. The amplitude of the pP phase is only about hal
that predicted by simple theory.

Surface Wave-Body Wave
Discriminants for NTS Events

Broadband data for NTS explosions, afterevents, and collapses were
compared with similar data for earthquakes in a study of relative excitation
of Rayleigh and P waves for a large set of events recorded at BRK (Table
1), and a second set (Table 2) of events recorded on the LLNL four-station
broadband network around NTS. Stations are shown in Fig. 1. In an early
test of A4:mb convergence at small magnitudes, and an investigation of
the effects of tectonic stress release, these studies demonstrated that,
at least for NTS events, the surface wave-body wave discriminant persists
to events as small as ML 3.5 with no indication of convergence (Figs. 2
and 3). Furthermore, the data suggest strongly that the non-isotropic (non-
explosion) part of the source, whether due to tectoniic stress release or
to medium heterogeneity, involves processes acting very near to the ex-
plosion and coincident with it in time, at all yields studied (up to around 1 MT).
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Table 1

Data on events aped in this study

AmplitudeEvent Location Time Date Rayleigh P. ML,
Explosions

PINSTRIPE NTS 1 38 1966 iipril 25 4.0 0.8 4,5CYCLAMEN NTS 1400 1966 May 5 1"0 0.4 4-2
DUMONT NTS 1356 1966 My 19 103.0 18.0 5-5DISCUS THROWER NTS 2000 1966 Ma 17 7'. 4,0 4.7
PUCE NTS 1430 1966 Juae 10 2.0 0.7 4.3
KANAKEE NTS 1803 1966 June 15 2'5 0,8 4-8
VUICAN NTS 1713 1966 June 25 2.0 1.0 4'5HALFBEAK NTS 2215 1966 June 30 500.0 30.0 5.9NEWPOINT NTS 1750 1966 December 13 1.0 0.3 4.5GREE.LEY NTS 1530 1966 December 20 1440 0 60'0 6.2
AGILE NTS 1850 1967 February 23 800 12-0 5.5MICKEY NTS 1340 1967 May 10 (,.5 1.5 -6
COMMODORE NTS 1500 197 May 20 180.0 20'0 5'6
SCOTCH NIS 1400 1967 May 23 240.-? 14.5 5'6KNICKERBOCKER NTS 1U0 1967 May 26 124.0 9,0 5.2
MIDI MIST NTS 1&WI 1967 June 26 5 2.0 4'7UMBER NTS 1125 '967 June 29 1.0 0'6 4,6
YARD NTS 1345 i967 September 7 12.5 3'5 5'0
KNOX NTS 1530 1968 February 21 70'0 19.0 5'6DORSAL FIN NTS 1708 1968 February 29 6,0 3.0 4.6
NCOR NTS 1400 1968 April 10 2'0 1'0 4'3
SHUF:LE NTS 1405 1968 April 18 8'0 4.0 5'2
SCROLl. NI'S 1702 1968 April 23 2-5 0"5 4.5
POXCAR NTS 1500 1968 April26 16,60.0 80'0 6.3
DIANA MOON NTS 1630 1968 August 27 1,0 0.5 4.0NOGGIN NTS 1400 19k,8 September 6 82-0 17.0 5.5
HUDSON SEAL NTS 1705 1968 September 24 5.5 3.5 4.6
CREW NITS 1515 1968 November 4 4-0 3.0 4,6
SCHOONER NTS 1600 1968 December 8 12.0 2'S 5,1
BENHIAM NTS 1630 1968 December 19 27204) 48'0 6-2WINESKIN NTS 1930 1969 January 15 26,0 6.0 50BLENTLON..THISTLE NTS 1700 1969 April 30 30.0 5.0 5.0
JORUM NTS 1430 1969 September 16 1240-0 100.0 6.2
PIPKIN NTS 1430 1969 October 8 112'0 12-5 5.5CRUET NTS 1930 1969 October 29 1'0 0.7 4.4CV.ATHUS NTS 1424 1970 March 6 0.5 1-0 4.2
SHAPER NTS 2305 1970 March 23 54-0 8.0 5.4HANDLEY NTS 1900 1970 March 26 1360-0 120.0 6.2CORNICE NTS 1330 1970 May 15 20,0 8.0 5-0
MORRONE.S NTS 1415 1970 May 21 11'2 1,7 5'0
HUDSON MOON NTS 1416 1970 May 26 2,5 1.2 4'2FLASK NTS 1500 1970 May 26 30,0 14-5 5'2
BANEBERRY NTS 1530 1970 December IS 7.0 4.5 4.9FMAUDD NTS 1450 1971 June 16 2.0 0,5 4.2LAGUNA NTS 1530 1971 June 23 2,4 11 4'5
HAREBIELL NTS 1400 1971 June 24 83 3-5 4-9
Unidentified* NTS 1630 1971 June 29 4.7 2,7 4.4Unidentified- NTS 1400 1971 September 22 0,5 0.6 3-9
PEDERNAL NTS 1400 1971 September 29 1.5 0-5 4'1
:A'rHAY NTS 1430 1971 October 8 1,5 0,5 4.7Unidentlfied* NTS 1430 1971 October 14 1-0 0-3 4.0

E plosion Collapses
DUMONT NTS 1.37 1966 May 19 14.0 0.4 4-5HAI.FRFAK NTS 0133 1966 July 1 21,0 0'5 4.2
AGILE NTS 2111 1967 February 23 10,0 0.3 4'3
YARD NTS 1425 1967 September 7 7.5 0.2 4.1
KNOX NTS 1634 1968 Fc ruary 21 15,0 0,3 4.4
BOXCAR NTS 1635 1968 April 26 15,0 0'5 5-0



158 Regonal Studies uV*k Broadband Data

Table 1 (continued)

BOXCAR NTS 1645 1968 April 26 210 0-2 4-8BENHAM NTS 2224 1968 December 19 47,0 0-3 4-6JORUM NTS 1544 1969 September 16 4-0 0'6 3-8JORUM NTS 1623 1969 September 16 6-0 0,4 3-7JORUM NTS 1731 1969 September 16 13.0 0-5 4-3JORUM NTS 1815 1969 September 16 15.0 0-3 4-2SHAPER NS 0115 1970 March 24 6-4 0-2 4-2HAREBELL NTS 1441 1971 June 24 5.5 0.3 3-8

Explosion Aftershocks
SCOTCH NTS 2014 1967 May 23 2-5 0'3 3-8BOXCAR NTS 1532 1968 April 26 112-0 2-5 5.3BENHAM NTS 0014 1968 December21 26.0 1,3 4.8BENHAM NTS 1810 1968 December 22 7-0 0-5 4-2BENHAM NTS 0634 1969 January 06 .110 0,8 4-61BENHAM NTS 0941 1969 January 10 10-0 0,4 4,6BENHAM NTS 1701 19 69 January 10 6-0 0-2 4.4BENHAM NTS 1714 1969 January 10 0( 0.3 4.5

Earthquakes
CENTRAL NEVADA 38-6N 116-2W 1321 1968 May 22 36-0 0-8 4,9
ADEL, OREGON 42-2N 119-8W 1255 1968 May 28 3.5 0.3 3-8ADEL, OREGON 42-3 N 119,8 W 0037 1968 May 30 22-0 0-5 4-7SANTA BARBARA 34-3 N 119-7W 1912 1968June29 J48.0 4-0 4-9SANTA BARBARA 34-2N 119-6W 2036 1968 June 29 9.0 0-' 3.8SANTA BARBARA 34-2 N 119,7 W 0036 J968 July 5 22-0 0-5 4-2SANTA BARBARA 34-1 N 119,7 W 0045 1968 July 5 720.0 14-0 5.5NORTHERN NEVADA 41- ON 11-4 W 1402 1968 June 16 62-0 2-0 5,2SANTA BARBARA 34-2N 119-8W 1433 1968 July 7 60,0 2-0 4-5SAN FERNANDO 34-4N 118,4W 1401 1971 February 9 7520,0 10.0 6-5SAN FERNANDO 34-4 N 118-4W 0517 1971 February 10 18-0 0,8 4-6NTS 36-9 N 116-0 W 1753 1971 August 5 10.0 0.7 4-2

Unidentified NTS events listed with explosions on basis of Rayleigh-P. ratios.

Surface-Body Wave Discriminants
for NTS Events - -
Fig. 1. Stations of the LLL net- E-
work (open triangles) and the
Berkeley (BRK) observatory.
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Surface-Body Wave I
Discriminants for * Explosion
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Cunifornis denote upper limit readings.
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Broadband Studies of Earthquakes
in the Near Field

Broadband recordings (0.03 to 10 Hz) in the near field (2 to 40 kin)
were used to study a series of earthquakes along the San Andreas fault
in central California. Special broadband instruments were operated on both
sides of the fault at the San Andreas Geophysical Observatory (SAGO).
The 13 earthquakes used in the study are listed in Table 1 and plotted in
Fig. 1. Spectra were used to estimate scalar moments (Fig. 2) and establish
a relationship between moment and local magnitude (Fig. 3). The near field
terms of the elastic displacement field caused by an earthquake were clearly
present on the seismograms (Fig. 5) and at near stations could be reasonably
well modeled by a point dislocation source in a homogeneous hafspace (Figs.
4 and 5), although the effects of tilt on the seismometers also had to be
included.

-Hollister 360 01O N-

7 ASAGO East

SAGO Central

40'-

ML
; <4,5 4
0>4.5 a

~ Faults
--- 0 km---

30' 20' 121010' W

Broadband Studies of Earthquakes in the Near Field
Fig. 1. A map of part of central California showing the primary mapped fault
traces, the locations of the seismographic stations at SAGO-Central and
SAGO-East, and the epicenters of the 13 earthquakes studied. The identifica-
tion numbers key the earthquakes to Table 1. The open triangles associated
with the larger earthquakes denote the directions of principal compression
as determined from fault-plane solutions (Fig. 2).
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Broadband Studies of Earthquakes in the Near Field
Fig. 2. Example illustrating two different estimates of the low-frequency level
Oa and the corner frequency f0 of the spectrum from the NS component at
SAGO-East from event 6 (Table 1).

26

OSAGO Central
OSAGO East

24 //

22

20

80---- 2 4 6

M,

Broadband Studies of Earthquakes in the Near Field

Fig. 3. Relation between seismic moment and magnitude. The bolid line was
fit to the date points by linear regression and the dashed line is from Wyss
and Brune (1968). The SAGO-East values have been divided by a factor of
3 to remove an amplification effect.
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Broadbar.:1 Studies of Earthquakes in the Near Field
Fig. 4. Amplitude density spectra calculated for event 1 (Table 1) from
seismograms recorded at SAGO-Central (top 2 spectra) and at SAGO-East
(bottom 2 spectra). The solid lines are calculated frm the observed seismograms,
the dasbed lfines wre estimates of the noise, and the dotted lines are calculated
from the synthetic seismograms.
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Broadband Studies of Earthquakes in the Near Field
Fig. 5. The displacement seismograms from event 1 (Table 1) recorded atSAGO-Central (top 2 t cs) and at SAGO-East (bottom 2 traces). The dotted linesare the synthetic seismograms with an additional negative impulse in tilt atthe arrival time of the S wave.

Near Field Project
The "Near Field Project" grew out of some of the problems that

became apparent at the Woods Hole meeting on seismic discrimination in1970. Because the type of high quality data necessary to test various
theoretical models of an earthquake was not available at that time, acooperative experiment was designed to trap a moderate size earthquake
within a network of stations designed to provide data over a large rangeof frequency, azimuth, and distance. The Stone Canyon-Bear Valley sec-
tion of the San Andreas fault in central California was selected as the target
area, and U.C. Berkeley had the responsibility of developing and installing
a network of three-component broadband seismographs. Both acceleration
and displacement were recorded and an effective bandwidth of 0.02 to 50 Hz
was achieved (Fig. 2).
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Near Field Project

Fig. 1. Map of a part of central California showing the locations of the sta-
tions of the near-field network (solid triangles) and the epicenter of the record-
ed earthquakes (solid circles) STC is Stone Canyon Observatory. The dashed
line is the surface trace of the San Andreas fault.

The 9 stations of the network were installed in early 1973 and remain-
ed operational until early 1977. Figure I shows the locations of the stations
and the epicenters of 3 earthquakes which provided useable data. Figure 3
shows the recordings of ground acceleration from the magnitude 3.3 event
on July 6, 1974, obtained at an epicentral distance of 2 km. The clear separa-
tion of P and S waves, the short duration of the phases, the high frequen-
des, and the rather large accelerations for an event of this size are all of
interest. Figure 4 shows the recordings of ground displacement at the same
station from the same event. Here we see the large effect which can be
introduced by ground tilt at stations in the near field.
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Fig. 2. The system response functions of the acceleration and displacemernt.
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Near Field Project
Fig. 3. The outputs of the acceleration channels at station 2 for the earth-
quake of 6 July 1974. The maximum accelerations on the NE, NW, and Z chan-
nels are 19.4%g, 11.6%g, and 12.5%g, respectively.
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Fig. 4. The outputs of the displacement channels at station 2 for the earth-
quake of 6 July 1974 after being passed through a four-pole low-pass filter
with a corner frequency at 4 Hz. The maximum displacements on the NE,
NW and Z channels are 3220,u, 7720 i and 340 A respectively.

Fault Zone Properties from
Near Field Observations

Precise monitoring of seismicity in the Bear Valley-Stone Canyon area
of the Near Field Project led to improved resolution in epicenters (Fig. 1),
focal depths (Fig. 2), and fault plane orientations (Fig. 3). In addition, careful
analysis of the P-wave nodal planes for well-located events revealed a per-
vasive distortion (Fig. 4). This effect, interpreted in terms of a lateral velocity
change across the fault zone in the focal region, led to estimates of 20%
or more for the velocity jump on some patches of the fault plane.

Near Field Experiments at
the Nevada Test Site

Beginning in 1969, U.C. Berkeley has conducted an experimental pro-
gram of recording explosions at the Nevada Test Site. Table 1 lists the
13 events which have been recorded so far. These experiments have in-
cluded events in both Yucca Valley and Pahute Mesa. They have also in-
cluded a variety of recording arrangements, ranging from arcs at a single
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Fig. 1. Seismicity of Bear Valley/Stone Canyon study region, 1971 - 1975.
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Fig. 2. Cross section across fault at 36034.5' to 36.0', showing narrow ver-
tical fault plane.
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Fig. 3. Orientations of right-lateral strike-slip fault planes (nodal planes) from
the P-wave focal mechanism solutions.
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Near Field Experiments at the Nevada Test Site
Fig. 1. Explosion sites 'open circles with names) and respective recording
sites (filled circles) for near field data acquisition at Pahute Mesa.

distance, networks containing stations at a variety of azimuths and distances,
one-dimensional arrays, and two-dimensional arrays. Figure 1 shows the
events and stations for the experiments at Pahute Mesa. The combined
data set from this series of experiments is now large enough to permit
systematic studies of propagation and site effects, particularly for the Pahute
Mesa region.

Small Array Studies of
Wave Propagation Effects

Seismic arrays with dimensions of a few hundred meters have been
useful in helping to understand wave propagation effects at close distances
to both explosions and earthquakes. Figure 1 shows the array geometry
used to record the explosion COLWICK in Pahute Mesa and Fig. 2 shows
the records of ground acceleration. Through frequency-wavenumber pro.
cesshig of these data it was possible to show that the large transverse pulse
arriving 1.3 sec after the P wave (Fig. 3) is coming fronw the direction of
the e-xplosin and arrives at a time consistent with cogeneration with the
P wave. These array experiments have also permitted studies of wave
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Small Array Studies of Wave Propagation Effects

Fig. 1. The eight stations of the COLWICK array arranged in nested triangles
of 400, 200 and 100 m. Each station consisted of a three-component
accelerometer package and a digital event recorder. Vertical is up, radial is
away, and transverse is clockwise from radial. COLWICK was 6 km 930 E
of N from the array.
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Small Array Studies of Wave Propagation Effects

Fig. 3. Eight-station stacked R and T acceleration records. Radial records
are shown at -0.4, -0.2, 0.0, 0.2 and 0.4 sec/km relative to the P wave
at the source azimuth (negative slownesses are faster than the P wave). The
strong radial P-to-SV converted phase is apparent 0.4 sec after the P wave
and with slowness 0.0 to -0.2 sec/km with respect to the P. The amplitudes
shown are normalized to the amplitudes of the stacked 0.0 sec/kmn
seismogram. Transverse records are shown at 0.0, 0.1, 0.2 and 0.3 sec/km
relative to the P wave at source azimuth. The large pulse 1.3 sec after the
P is between 0.2 and 0.3 sec/km slower than the incident P wave, as sug-
gested by the f-k spectra.

coherency. Figure 4 shows that for distances of a few hundred meters,
there is a considerable loss of coherency for frequencies above 5 Hz.

NTS Area Crustal Velocity and Q Structure
from Broadband Surface Waves

An application of the phase-matched filtering process to multimode
Rayleigh and Love waves from NTS explosions recorded at the four LLNL
broadband stations (Fig. 1, Table 1) proved surprisinghy effective in ex-
tracting pure-path group velaities. Fundamental mode Love and Rayleigh
waves and first shear mode of the Rayleigh wave were observed, yielding
data in the period range 2 to 50 seconds. Data for the Landers station are
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Small Array Studies of Wave Propagation Effects

Fig. 4 (a) .md (b). Baudpsed and lowp e o.o rraon function in=-
ima for station pairs (1,2), (1,4), (2,4), (7,A, (3,9), (3,4) and (4,9). The itersta-
tioe distances are 400, 200,200,100,173, 173 and 346 m apart, respectively
and indicated on the figame. Station pai (1,2), (1,4), (2,4) and (7,8) ar separated
tranvermely, or acress the wave frnt, and re gener better correlatd. Sta.
tion pairs (3A9, (4,9) and (3,4) are lMogtudnaly separated. Bandpass filters were
selected at octaves 1.25 to 2.5, 2.5 to 5.0, 5.0 to 10.0 and 10.5 to 20.0 Hz.
Lowpasa filters were selected at 1.25, 2.5, 5.0, 10.0 and 20.0 Hz. All station
Pairs Show a fal-off of Correlation with increasing frequency content above 5
Hz. Window P+S (b) includes P and S waves while window P (a) encompasses
only the P wave and its coda.

shown in Fig. 2, in which observations are given as dots. These velocities
are the lowest found for the Basin-Range, apparently because they repre-
sent the shortest observation paths ever used, thus avoiding upward bias

of true velocities inherent in the averaging process which is involved in us-
ing long paths. Inversion for structure yields the NTS-Landers model of
Fig. 3, and the calculated dispersion curves are shown as solid curves in
Fig. 2. Statistically signifant differences in models for the four paths are

i i !qII l111117 mml ! ! ...... .. g ] ...
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Date h:ms WetAN) LOOOW) Devth~m) M

Exabou 7110/4 160000.1 37.07S 116.032 640 5.7

CoHlese* 7110/74 21 09 4.22 37.075 116.032

Swlany 9/26/74 15 05 00.2 37.133 116.068 5.6

COB"" 9/26/74 15 54 35,2 37.133 116.068 3.7

TopgaIaut 2/21/75 15 15 00.1 37.106 116,056 713 5.7

Col"V 2/29/75 01 19 26.J 3A.106 116.056 4.0

Silos 6/3/75 14 2000,0 3.340 116.523 731 5.9

Mizms 6/3/75 144000.1 37.095 116.036 637 5.7

Ka1gei 10/23/75 14 3000.0 317.290 116.412 1265 6.4

Inet 11/20/75 150000.1 J7.225 116.36 $17 6.0

CIiget 12/20/75 20 0 00.2 37.121 116.062 716 5.7

Mueaa 1/3/76 191500,2 .00 116.J30 1451 6.4

Fominm 2/12V76 144500.2 37.271 116.411 1219 6.3

Cesh" 114/76 11 3000.2 37.143 136.420 3167 6.0

Esua#7 319/76 14 0 00.1 37.310 116..364 19 6.0

Cole e 3/9/76 165503.4 37.310 116.364 4,1

Colby 3/14176 123000.2 37.310 116.470 1273 6.3

CoDAW 3/14/76 14 09 52.0 37.310 116.470 4.1

Co"Ne 3/14/76 14 13 15.0 37.310 116.470 4.3

Pool 3/17/76 1415003 37.256 116.312 179 6.1

Strait 3/17/16 14 4500.1 37,107 116.052 710 5.1

Rudder 12/2176 1 00 00.06 37100 116.016 640 5.5

CCOpue 1221/7/6 202926,0 37-100 116.036 4.4

Mavmb 4/5177 15 000.17 37.120 116.062 690 5.5

Coo"" 4/517 16 $7 0., 37.120 116.062 4.4

SCnUin 3/19/77 375500.01 31.10 116.055 701 5.5

Fatume 12/14/77 15 30 00.10 37.136 116.06 5.6

Pawe 8/31171 14 000.16 37.276 116.357 631 5.5

C.43. V/31/11 235.16.5 37.276 116.357 4.0

Rummy 9/2771 172000.01 37010 116.053 640 5.5

ColUpSe 9/27171 191022.2 31010 116.051 4.5

Farm 12/36178 15 00.16 3127) 116.410 1 5.5

-Loal maenitudeS afe from te Bultinm of te Umverety of Californi Berkeley Seimofrsph St UoR.

seen, apparently correlating with the regional variations in heat flow. Pure-
path amplitudes are also extracted by the phase-matched filtering, and they
allow estimation of a regional Q structure which, while highly uncertain,
indicates Q values greater than 100 in the upper 5-10 kn, and less than
50 below that depth. These new data on Basin-Range structure will be used
to improve Greens Functions for explosion source inversion from regional
data sets.
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NTS Area Crusts Velocity and Q Elko
Structure from Broadband
Surface Waves
Fig. 1. LLNL network.
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Fig. 2. Observed (dots) and calculated dispersion.
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NTS Area Crustal Velocity and Q Structure from Broadband Surface Waves

Fig. 3. NTS Lauders mnodel based upon inversion of data in Fig. 2.

SourCe Studies Through
Moment Tensor Inversion

One approach to the study of both exposion and earthquake sources
is to characterie the source in term Of the seimic momient tensor. Thiw
is a linear inverse probiem, and given suffcient recording coverage in
distince, azimuth, and bandwidth plus the capabty to generate realistic
Green Functions, useful results can be obtained. This pocedure was ap-
Plied to the first 5 sec of data from 24 chanels of acceleration recorded
from the explotion HARZER in the distaixe rng 2.2 to 6.8 kmn. Figure 1
is a comparison at one station between observed accelerations and those
predicted by the estimated moment tensor. Figure 2 shows the 6 elements
of the moment tensor which emerged from the estimation procedure. The
source is dominated by the isotropsc part of the moment tensor which is
show in Fig. 3. Th devkao&i pat of the moment tenso can also be anskz-
ed in terms Of its eignvalue and eigenvecton. This lead to a result which
is Pbi*east-west extension and vertical compesiOn, and this
appears to be consistent with the faulting pattern in pahute Mesa.
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Source Studies Through Moment Tensor Inversion
Fig. 2. Estimates of the elements of the first-degree moment tensor of the
eplosion HARZER.

-- 5. 1O dyne-cm

0 2 4 6
T, sec

Source Studies Through Moment Tensor Inversion
Fig. 3. Estimate of the isotropic part of the first-degree moment tensor of
the explosion IIAJZER.
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Seismic Wave Propagation Effects -
Development of Theory and

Numerical Modeling

Paul G. Richards

Abstract
I discuss methods applied to the detailed interpretation of seismograms,

emphaszng what has been learned about Earth structure (rather than the
seismic source). The theoy and practice of wo ing with synthetic

seismograms is described in broad terms. The main idea is to wor* with
the sum (or integral) over wave solutions in separated variables. The sum
is taken over horizontal wavenumber (or ray parameter), and frequency.
The terminology of normal modes, surface waves, and body waves, sup-
plies three somewhat different perectives. Some detailed eamples are given
of the opportunities and problems of seismic wave analysis, where there is
influence from structure in the crust, and/or mantle, and/or core. At peiods
(7) greater than about twenty seconds, there is now, in general terms, a

fairly complete understanding of seismograms, apart firom certain effects
due to lateral variation in Earth structure. For 1 < T< 20 seconds, only
limited portions of a teleseismic record (e.g., about 15 seconds following
a P-arrival, or 30 seconds after SH) may be well understood. At the short-
period end of this range there is debate about trade-offs between the seismic
source (for a particular event, is it strong or weak?) and attenuation in
the Earth (strong, or weak).

For methods based on spherically symmetric Earth models, and par-
ticularly clean data sets (why are they clean?), excellent agreement between
waveform synthetics and data is often possible. But of course this is not
enough, particularly in deciding the trade-off between source spectrum and
attenuation; and sometimes the agreement is less than excellent. This paper
will give a case jor interpreting body wave observations in terms of Earth
models with quite low intrinsic friction for teleseismic short-period phases,
and will criticize certain use of absorption band models in which pulse
broadening is linked to properties of pulse amplitude spectra. Scattering.
ither by thin layering in the mantle or by lateral and vertical heterogeneities,

may play an important role. The success of future analysis may lie in
separating the deterministic component of the Earth's profile (i.e., a stan-
dard model in which there is smooth variation of velocity with depth, plus
a few discontinuities), from a superimposed statistical component. As we



184 seim Wave Pm patio EfOds - D Ve1opmm of...

face the complications of an Earth which internally may be inhomogeneous
on all spatial scales, with evidence too for some anisotropy in the upper
mantle, it is clear that our science is now restrained by inadequacy of ovr
data.

Introduction
The detailed interpretation of seismograms has become, in the last

fifteen years, a sophisticated exercise in modeling. A recorded motion
of the ground may be given to an analyst, who seeks to match it purely by
computation of what happens in the model. His model must have a descrip-
tion of the source, an appropriate theory of wave propagation, and a
description of the Earth's internal structure. And these three components
must be developed in a computational package that takes the assump-
tions the analyst makes and translates them into a synthetic seismogram
more or less like the data.

Synthetic seismograms now do indeed quite often look remarkably
like the data. Figure 1 gives some examples, and they represent a very
considerable achievement. They indicate in general terms that seis-
mologists are now working with quite good models of the source; that
we have developed an appropriate theory of wave propagation; and that
we have reasonably accurate models of Earth structure. It appears too
that computational packages for generating synthetics are now effective
and trustworthy. Note that for the different examples of Fig. 1, com-
putation of synthetics was developed quite independently and successfully
by many people.

For the broad purposes of the VELA program, it is most important to
appreciate and to acknowledge the general success of modem seismology
as demonstrated in Fig 1. Seismograms are now being used and under-
stood in detail in ways not possible ten years ago. I emphasize this,
because experts do disagree in some important areas of seismogram in-
terpretation. Later sections of this paper emphasize some of these
disagreements, but the broad picture is one of solid progress.

The intent in what follows is to review the use of synthetic seis-
mograms, as applied to learning about the Earth's internal structure. Well
before the use of synthetics, knowledge of deep Earth structure (deter-
mined from travel time curves) was intensively developed in terms of
velocity models for P-waves and S-waves. Thus, by 1939 the indepen-
dent efforts of Beno Gutenberg and Harold Jeffreys in applying ray theory
had led to velocity models of the whole Earth which differ from each other
by only a few percent. In the depth range 800-2800 kin, there is less
than 1% difference between their two P-velocity models, and less than
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Event of 6/22/82, 4:18:40.5, Lat -7.36, Long 126.12, Depth 450.0
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Fig. lb. Same as Fig. la, but for a deep event. From Woodhouse and Dziewou-
ski (1984].

1% too between Jeffreys' model and the model 1066B of Gilbert and
Dziewonski -1 75].

Accu,, t e estimates of crustal thickness had begun with Mohorovi&i6
in 1909; ' .tenberg in 1913 gave the depth to the core-mantle bound-
ary as 2 .A km; and the existence of an inner core was recognized by
Inge Lehmann in 1936. What then has been added, by use of synthetics
(i.e., the ability to work with whole waveforms in the data)?

It is generally recognized that the upper mantle contains two depth
ranges (around 400 km and 650 kin) within which the velocity gradient is
anomalously large. But this was convincingly demonstrated by Johnson
[1967] again using travel time analysis (with an array), not synthetics,
Note too that the oil industry has in the 1980's been spending about
$4 billion per year on the acquisition and processing of geophysical data
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Fig. 1c. Comparison between observed hydrophone records and synthetics
using the reflectivity method in the oceanic crustal models shown on the bot-
tonm. From Spudich and Orcutt [1980].
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Fig. id. Comparison between observed (top) and synthetic (below) P waves
for the 29 April 1965 Puget Sound earthquake. The P waveforms were
simultaneously modeled for source and structure paramneters. Arrivals
between P and pP were interpreted as reflections from interfaces above the
source. The inferred cr-ustal structure is shown on the lower left. On the lower
right, is a display to indicate the effect of the low veiocity zone. In each pair,

I. the synthetic for a one layer crust lies above, and the synthetic for a crust

with low velocity zone lies below. Other studies in the region have also found
evidence for a low velocity zone. From Langton and Blum [1977].
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(almost all of it multi-channel seismics), and little of this goes for syn-
thetics, in an industry dedicated to getting results.

From this brief history, it is not simple to make the case that use
of synthetics is essential, purely for elucidating the Earth's velocity struc-
ture. However, there is a good case. It lies first in the ambiguity of in-
terpreting imperfect travel time data [Backus and Gilbert, 19691. For
the ensemble of Earth models that fit a given set of travel times, syn-
thetics impose constraints that act to reduce the ensemble, limiting it
to Earth models for which amplitude and waveform data are fit, too. (For
study of complex crustal structures, the oil industry has taken the route
of hugely expanding the travel time set.) Another reason for using syn-
thetics, in global seismology, is linked to the averaging properties of long
perkd data, which pernit accurate estimation of velocity stru averaged
over tens of vertical kilometers, and over hundreds or thousands of
horizontal kilometers (see Fig. lab).

If our interest includes not only velocity profiles, but attenuation within
the Earth, then travel time analysis is inadequate, and use of synthetics
(or, at least, study of spectral amplitudes) is essential. However, the
vast literature on seismic attenuation does not yet indicate that agree-
ment has been reached among different groups of seismologist, on ac-
ceptable profiles of attenuation. Because of its importance for studies
of the seismic source (and yield estimation in particular), research on
attenuation is very active. Some topics in this field are reviewed below,
intended to make two points. First, that body wave pulses that have
traversed both upper and lower mantle should probably be interpreted
with an average Q that rises with frequency, having values of Qs of
1 Hz that are 4 or 5 times higher than values at 0.01 Hz. Second, that
attenuation of seismic waves may partly be caused by scattering from
small-scale heterogeneities.

The following section gives a brief review of the theory. Later sec-
tions describe: some numerical experiments that compare different
methods for computing synthetics; some particular examples of Earth
structure that have been proposed on the basis of comparison between
synthetic and observed waveforms; and a description of problems that
arise in interpreting the attenuation of body waves.

Theory
To quantify the seismic waves excited by a given source, it is useful

to replale the source by an equivalent body force, and to develop a way
of computing the seismic waves set up by such an equivalent source.
The most widely used equivalent body force for a point source is the
second order moment tensor M, characterizing nine possible couples from
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which can be constructed the radiation for an explosion or, in the case
of a natural earthquake, for a generally oriented displacement discon-
tinuity. conservation of anguar momenatum requires that M be symmetric,
and thus have only six independent components. The text by Aid and
Richards (1980), hereinafter cited as AR, gives an extended presenta-
tion of the theory.

If M is known, for a particular point source, what is the resulting
seismic motion?

This question can be answered, by giving explicit formulas for the
excitation of seismic waves such as P, S, Rayleigh waves, Love waves,
or normal modes, by the given source. It is particularly simple to do this
for normal modes, as Gilbert (1971) showed by using ideas from Rayleigh's
classic text on the theory of sound. If 1 u(x)cosW, t e --i 2Qs is the jth
normal mode of the Earth, with frequency to and temporal attenuation
Qj- 1, then a seismogram is just a sum over j with excitation coefficients
given by the moment tensor. In fact, the result for ground displacement is

1-ex(- t/2Qj)cos wjt

u(x,t) = (.(x):M(t))*.u(X) Ie 2(1)

Here, je (x) is the Earth strain (at the source) in the ith mode; an over-
bar indicates a complex conjugate; an overdot is a time derivative; an
asterisk indicates convolution; and e:M = epqMpq.

Equation I is one of the most important starting points for modem
seismology. From it, one can go in the direction of Woodhouse (1982)
and Woodhouse and Dziewonski (1984) who generalized to allow aspherical
perturbations and subsequently developed an inverse scheme to obtain
global patterns of heterogeneity [see also Tanimoto (1984)]. Or, Eqn. 1
can be used to study the excitation of surface waves, by developing a
"traveling wave" interpretation of the "standing wave" Legendre func-
tions for normal modes in a spherical Earth (AR; Section 8.3). That is,
we can find an expression for the Rayleigh wave or Love wave motion
at x due to a moment tensor characterization of a point source at x.
[Mendiguren (1977); and AR equations 7.147-7.1501. [Of course, there
had been earlier successes in finding workable expressions for the sur-
face waves set up by a given point source. Keilis-Borok and Yanovskaya
(1962) did this for Love waves; Harkrider and Anderson (1966), for
Rayleigh waves. Papers by Ben-Menahem and Toksiz (1963), Haskell
(1964) and Ben-Menahem et aL. (1965) derived the basic radiation pat-
terns for surface waves from point sources, but their expressions did
not lead naturally to a method for synthesizing wave trains.] Another

U imum m nmum u
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development gives the body waves due to a moment tensor source. This
was done by McCowan (1977) in the context of ray theory; and Aid and
Richards (1980; Box 9.10) and Langston (1981) give details for generalized
rays. Although these authors did not start from the normal mode perspec-
tive, their results could have been obtained from Eqn. 1. Finally, if the
seismic source is effectively of finite extent, then moment tensor con-
cepts can be extended using, for example, a moment density tensor; or,
using point source moment tensors with order higher than two.

Therefore, in order to obtain a general understanding of how syn-
thetics may be computed, and whether seismic motions of interest will
be large or small, one can go back to see what general features emerge
from Eqn. 1. The first term describes the radiation pattern and time
dependence of the source. This is convolved with the rest of the ex-
pression, describing the possible waves that can indeed propagate in the
Earth model for which one is computing synthetics. And, most impor-
tant of all, for practical details that differ radically between different
methods of obtaining synthetics; there is a sum over j. The normal mode
sum, for a spherical Earth, would take j as discrete, systematically in-
dexing modes that individually are naturally described by a triplet of in-
tegers (f, m, x), say. Here, I and m are the angular and azimuthal order
numbers associated with surface harmonics, e.g., Pt(cos O]e"', and
n is the overtone number for the radial eigenhimction. The symbolic "sum
over j" is thus a triple sum, over L and m and n. The sum over m is
small, being at most over the range -2: m !5 2 (unless we use higher
order moment tensors), because of the simple, broad-lobed, azimuthal
radiation patterns for seismic sources.

We therefore factorize Eqn. 1 and can think of the synthetic as a
sum over t and over n, of an expression where the dependence on source,
Earth structure, and receiver are relegated to different factors:

2

u (x,O = E E E f(details of the source) ei

I x i =-2

x g (receiver depth, and details of the Earth model)

X h (horizontal separation of source and receiver). (2)

Each of the functions,!, g, and h depend on I and n. But, for a laterally
homogeneous Earth, g is independent of m.

Equation 2 gives another view of the basic procedure for computing
synthetics. Closer examination of the sum over m, and the m-dependent
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function f, shows in practice that the synthetic depends only on a very
few linear combinations of moment tensor elements. Thus, with a carte-
sian coordinate system at the source in which x is north, y is east, and
z is down, it is simple to get the following results:

(a) for all synthetics where we are interested only in P-waves
leaving the source, we need only work with three ksic synthetics, and
combine them as

u(x,t) for P-wave source - Ma f1 (fn)gh

(CO 204, f2 (fn)gh
[ In

+(cos~k!4+sink,L)a f 3,(fx)gh; (3)e n

(b) for all synthetics where we are interested only in SV-waves
leaving the source, we need only work with two basic synthetics, and
combine them as

u(x,t) for SV-wave source

(CS OR -k)- f,n)gh

f n

+(cos0J*4+sinM,)E Ef,(Ln)gh; (4)
I Dl

(c) for all synthetics where we are interested only in SH-waves
leaving the source, we need only work with two basic synthetics, and
combine them as

u(x,t) for SH-wave source

(1s i[if,-) + co s2 , ~ E f,(,n)gh

+ -E Ef7 (fn)gh. (5)
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Thus, by "basic synthetic" we mean one of the sums over (f n) in
Eqns. 3-5, where each term has a factor (f, in the above) depending on
the source depth; a factor (g) depending on the vertical wave function,
and a factor (h) depending on the vector surface harmonic.

The angle 0 in Eqns. 3-5 is azimuth from sourc to receiver measured
(as usual) clockwise round from north. There are many different ways
to rearrange terms in these three equations. With the choice above, an
explosion radiating P-waves symmetrically in all directions out of the focal
sphere is described merely by the first of the three P-wave expressions.

For a point dislocation, characterized by its strike (%), dip (6), rake
W0, and seismic moment M.(), the moment tensor has components

MI, = -Mo(sinb cosX sin24b, + sin26 sinX sin 20),

.= M(sinb cos) cos246 + 2 sin2 sinX sin20,) = M,,

M == -M(cos6 cosX costs + cos26 sin) sin4O,) =M,,

Myy= M,(sinb cos Sin2W , - sin26 sin) cos 2 0),

My= -M (cosb cosX sin, - cos2b sinX cos4.) = M,.

M = M. sin2b sinX. (6)

For an explosion source, seismologists associated with the VELA
program usually work with a reduced displacement potential
(RDP), v = 0'(t), such that radial displacement at distance r is
(a 8r) [ 0 (t - ria) ri] in a homogeneous region with P-wave speed a.
Such a source, symmetrically radiating P-waves alone, has moment ten-
sor components given by

Mij = M,(t) b, (7)

with M, related to the RDP via M, = 4w(X + 2,u)RDP = 4rpi 2

(X and t are the Lame constants, p is the density).
Mfller (1973) pointed out that the scalar moments M, and M,

associated respectively with earthquakes and explosions, have similar
properties when interpreted in terms of displacement across surfaces
associated with the source. Thus, for an earthquake, M,,(t) = & <u >A
where A is the area of faulting, and <u(t) > is the average displace-
ment discontinuity across A at time t. For an explosion, M, Ci) =
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(X + 21t)ur A where A is the area of a sphere centered on the explo-
sion, and ur is the radial displacement (outward) on A.

Equations 3-7 are the basic formulas used for computation of
synthetics, for earthquakes or explosions, for surface waves and body
waves ontin a laterally homogeneous Earth. In practice, they can also
be used for normal modes (except for very low values of t). Though the
generality of these equations is obvious from their basis in normal mode
theory, it is not generally recognized that the multitude of different
methods for computing body waves, surface waves, leaking modes, head
waves, ek. are all special examples of Eqns. 3-5. Let us continue to ex-
plore the structure of these equations, in particular the summations over
f and n.

We know that angular order number t is related simply to horizontal
wavenumber (k), and to ray parameter (p) via

f + h= k =

(often called Jean's relation; see AR, pages 356 and 415). For cases where
we prefer to work with a continuum of wavenumbers or ray parameters,
we can therefore replace the summation operation E by integration
as f dk or wj dp.

At fixed t (or k), the overtone number n increases with frequency
w. For cases where we prefer to work with a continuum of frequencies,
we can replace the summation operation Eby integration as f d co.

The literature on theoretical seismic wave propagation is vast,
because (i) the details of going from sums over (f, x) to integrals over
(k, w) or (p, w), are not trivial, and occasionally take one into laborious
exercises that call upon wide knowledge of Legendre functions, Bessel
functions, and properties of functions defined by integrals; (ii) there are
many alternate routes to the particular answer in which one is interested;
and (iii) there are many ways, in practice, that different seismologists
have developed for obtaining the integrands and for actually carrying
out the integrals over (k, w) [or, over (p, w), or, sums over (p, n)].
Chapman (1978a, b) has advocated carrying out the frequency integral
first, for synthesizing body wave seismograms, so that intermediate
results are found as a junction of ray parameter, before the final integra-
tion over p. He calls this sequence a slowness method. Synthetics that
are produced by first integrating over p, to obtain intermediate results
in the frequency domain, are obtained by a spectral method, requiring
a final integration over frequency components. Cagniard-de Hoop methods
are a particularly elegant series of procedures that allow the outcome
of (p, w) integrations to be recognized without actually having to carry
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out either integration. In many of these methods, the integral over p is
taken into the complex p-plane. In some cases, there is merit in work-
ing with complex frequencies.

The question of which method for computing synthetics is aost ap-
propriate for interpreting a particular set of waveform data, is not amenable
to a simple answer.

If the data contain long periods (> 60 s) with signal lasting several
minutes, then it is natural to work with normal modes, or with a surface
wave method if one can avoid the problems of interference between waves
that have traveled on minor arc, major arc, and global great circles
between source and receiver.

If the data is recorded in the near field or at "regional distances",
and composed of wavelengths short enough to be unaffected by gravita-
tion, then many seismologists have found it natural to work with a con-
tinuum of horizontal wavenumbers. In recent years, direct integration
over (k, w) has become practical in these cases. The reflectivity method
originated by Fuchs takes this route. In practice it depends heavily on
the ability to compute all plane-wave multiples in a stack of homogeneous
elastic layers - an ability pioneered by Haskell (1953, 1960, 1962). Fuchs
and Muller (1971) assessed this method for crustal structures; Kind (1976)
ga-'e a fast program for obtaining the integrand as a function of (k, W);
and the method has been extended to find wide application even at
teleseismic distances [eg., Grand and Hehnberger (1984) use it to validate
another method for examining SH waves out to about A = 1000, which
may be influenced by structure at the base of the lower mantle]. If the
"reflectivity method" [an inadequate but widely used phrase, referring
to direct integration over real (k, -w) values] is applied to include surface
waves as well as body waves, then numerical complications arise in that
the real-axis path of k -integration includes singularities (poles) requir-
ing special treatment. Bouchon (1981), Apsel and Luco (1983) and Luco
and Apsel (1983) show how such surface wave contributions can be
assessed. And Harvey (1981) developed a "locked-mode" approach in
which the set of "surface waves" (discrete modes) was made to pro-
vide a complete basis for seismic motions within a finite time window.
More recent procedures, for computing synthetics in layered structures
that allow body wave multiples and all surface wave modes to be included,
permit individual layers to be inhomogeneous. [Kennett's (1983) textbook
reviews his own research contributions; see also Cormier (1980)].

It must be acknowledged that programs for synthesizing all multiples
and all surface waves, in realistic structures, are viewed as quite cumber-
some and expensive to run, if they are to sample (k, w,) space sufficient-
ly well to produce long-duration broad-band time series that match the
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signal-length and band-width of modem digital data. It has therefore been
necessary in practice to develop methods for synthesizing isolated por-
tions of a seismogram, usually body wave pulses, that one presumes are
modulated only by restricted regions of the Earth's interior. This is the
subject of generalized ray theory. There are many such theories, i.e.,
there are many different approximations proposed, for choosing the in-
tegrands for (p, co) integration, and for executing the integrals.
Helhberger (1968) took a major practical step, when he showed how
Cagniard-de Hoop methods could be used, with appropriate approxima-
tions, to get the generalized reflection response (head wave, wide angle
reflection) of a single interface below a stack of layers. He applied this
to marine refraction (hydrophone) waveforms in the Bering Sea, and by
trial and error with layered Earth models was able to study the transi-
tion from oceanic crust to mantle across the Moho. This moved seismology
to a new level of analysis, since it stimulated our need to know detailed
source time functions, Earth attenuation, and instrument characteristics,
before even E start could be made on getting at the potential Earth struc-
ture information in recorded waveforms.

Unfortunately, the Earth is not made very well (John Ewing, per-
sonal communication). This is stated from the perspective of one who
sets out to obtain a reasonably complete description of Earth structure
using the details of seismic arrivals and waveforms (i.e., reasonably com-
plete for purposes of answering fundamental questions in petrology, and
other branches of Earth science). From structures at depth (e.g., the
"Lehmann discontinuity" at about 200 km depth; velocity gradient
anomalies (at about 400 and 650 kin); anomalous velocities at the bot-
tom of the lower mantle and top of the inner core), there is tantalizing
evidence from possible reflections that we can state new properties of
the Earth. But, in light of subsequent work, it turns out broadly that three
problems arise. (a) Non-uniqueness. Instead of an observed waveform
being interpreted by the modulating effect of some newly proposed deep
structure, it may turn out that shallow structure under certain of the
receivers recording the data can have the same effect. Also the trade-
off between source spectrum and attenuation is notorious. (b) Various
effects arising from lateral variation in Earth structure. For example, some
of the earliest observationt of short-period core-diffracted P-waves in-
dicated arrivals with frequency content up to 1 Hz even out to 1250. But,
for other source-receiver pairs, diffracted P is seen only at much longer
period. inversion of sub-sets of the data give different structure. (c) For
complicated models of Earth structure, it may not always be certain that
we know how to solve the forward problem, i.e., to generate synthetics.
Certainly, this is the case for many three-dimensional structures, and
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anisotropy introduces new levels of non-uniqueness and problems in for-
ward modeling.

Since a companion paper by D. L. Anderson discusses three-
dimensional modeling of the Earth, I shall in what follows emphasize one-
dimensional modeling, i.e., in structures that vary only in depth.

Computation of Synthetics in
Depth-Dependent Structures

One of the best ways to build confidence in one's ability to com-
pute synthetics, is to check that essentially the same synthetic is repro-
duced by two different methods.

Thus, Fig. 2 compares two computations of the ground motion a"
800 for the P-wave group (P plus pP plus sP), using a point shear disloca-
tion at depth 15 km and specified values of [4s, 5, X , M,(t)]. Though
these computations are merely the outcome of geometrical ray theory,
they are executed somewhat differently. In the first computation, an elastic
Earth model is assumed. Then the motion at distance Ao,

u(A o, t) = E E fgh
t

is manipulated into the form

u(A o, t) = f dse +st f F(p,s)e -s[TP)-d(P)+Ptjdp

where T(p) and A(p) are respectively the time and distance of
emergence of the ray with ray parameter p; and s is the independent
Laplace transform variable. For an elastic Earth model, F(p,s) can be
factorized in the above integrand, and a Cagniard method (i.e., one that
directly recognizes the outcome of the pair of integrations, without the
need to execute each explicitly) is applied. For the final synthetic, the
effects of attenuation, source-time function, and summation as in
Eqns. 3-5 are accounted for. In this computation, a frequency-independent
Q was used with a t* value of I s (t* = f Q - 1 dt along the ray), apply-
ing a Carpenter [1967] operator that gives a small amount of body wave
dispersion. Details are given in Langston and Helmberger [1975] and
Langston [1981).

In the second computation of Fig. 2, an anelastic model is assumed,
with complex values of P and S velocity. The motion at distance Ao is
manipulated into the form

U(A; 0 = I dwe - i I f G(p, W)ei.[T(P)-P4hh+P*PAodp
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Fig. 2. Each pulse gives the P-wave group (P+pP+sp) at distance 80', and
30' off the strike direction, from a point source 15 km deep. Rake is 90° ,
and results are given for three different dips. These are displacements in the
upward vertical direction (after a free surface correction). t* is taken as 1
second, r-nd the time dependence of the source is given at the bottom of the
figure.

The upper row uses a Cagniard first motion approximation [Langston and
Helmberger, 19751. The lower row (which has the same time scale but it
displayed with a slightly different amplitude scale) uses the complex saddlf
point spectral method reviewed in the text, with model PEM-C and a Q struc-
ture that gives t* = 1 at 80.

Numbers displayed are displacement in mu. The two methods, each of
which is basically geometrical ray theory adapted to an attenuating medium,
agree to within about 10%.
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Having sampled the integrand in real p at fixed w, the vicinity of a sta-
tionary value of T(p) -PA +PA O is easily identified. By fitting a parabola
one obtains the constant 10, P0, and (8A lOp) in

T(p)-pA(p)+pA o = T. + ( o
2 ap

Just these three constants are all that is needed to obtain the "first-
motion" approximation, though here it is interesting that TO is complex
(with imaginary part equal to 0.5 t*), and the method is unchanged if
Q (and hence t*) is frequency dependent.

The main point from Fig. 2 is that agreement in amplitude and
waveform appears very good. For isolated body-wave pulse shapes it
can be presumed that synthetics are trustworthy in the distance range
30'- 90' (apart from interference from core phases). It is from body-
wave data in this distance range, that much has been learned about seismic
sources.

However, using synthetics to learn about Earth structure usually
necessitates more than just the geometrical ray examples of Fig. 2. With
multiple arrivals, and effects coming from velocity gradients in the model,
can we still be sure that synthetics are accurately computed? Burdick
and Orcutt [1979] explore comparisons between generalized ray and
reflectivity methods of synthesis. They give a rare, and very useful, sum-
mary of some of the difficulties encountered in computing synthetics for
upper mantle structures. Figure 3 describes some of their results. Though
they conclude that "the reflectivity and generalized ray methods.... yield
essentially the same results", they did point out special cases where
it was not obvious how to truncate the set of generalized rays.

In order to build up complicated depth-dependent profiles, it is com-
mon to show layered structures as here in Fig. 3a. But generalized ray
and reflectivity methods are applied typically after an Earth flattening
transformation has been applied. In the context of spherical layers, such
velocities should therefore be shown increasing i value with radius (AR,
pages 463-65). However, instead of building up a profile from tens or
hundreds of component layers (for example, in order to simulate a gradual
increase of velocity with depth), it is possible instead to work directly
with a few inhomogeneous layers. The penalty lies in not being able to
use plane wave theory for the equivalent flat Earth model. Rather, ver-
tical eigenfunctions become the subject of special methods of computa-
tion. A uniformly asymptotic method is often still accmte, and was
employed by Cormier and Choy [1981] again to study body wave inter-
actions with upper mantle structure. Called a "full wave" method, their
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Fig. 3a. Upper mantle model T7. 0
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Fig. 3b. Comparison of Cagniard (generalized ray) and reflectivity synthetics
in T7. From Orcutt and Burdick (1979].
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synthetics are compared in Fig. 4 with those of Burdick and Orcutt [1979].
Again, there is good agreement. Cormier and Choy state that differences
"between the methods do exist but are most evident at high frequencies,
where the planar layer methods suffer from numerical limitations on layer
thickness and the number of layers needed to approximate the earth
model."

Such differences become more apparent for computation of core
phases. Choy etal. [1980] synthesized diffracted SVplus SKS and SINKS
in model 1066B, using reflectivity and hundreds of layers; and also using
a full wave method and eight inhomogeneous layers. Results are shown
in Fig. 5. Comparison of the Green functions does not look promising
(Fig. 5ab). Comparison after convolution with the typical long-period
WWSSN response looks much better - although pulse shapes between
the two methods still differ (Fig. 5cd). However, after additional con-
volution to simulate a source function with a few seconds duration, there
is excellent agreement (Fig. 5ef). Note that both these methods were
applied in ways that retained the infinite multiples associated with
"whispering galleries" such as SKS + SKKS + S3KS + .... + SINKS + .....

An example where a finite ray series leads to inaccurate synthetics
is demonstrated by Grand and Helmberger [1983], shown here on the
right of Fig. 6. This gives SH synthetics for the upper mantle, compar-
ing a Cagniard (generalized ray) method and the WKJB method of
Chapman [1978a]. The latter has not been developed in a form that quan-
tifies tunnelling through the high velocity "lid" of the shield model SNA.
Note, however, that the WKBJ synthetics, which often provide the most

A = 23.5A 400km AP = 27.10 670 km
flhData LPZ

Source (B)
tc Cagniard

R/ Reflectivity -t .

4u wave 
J~

20 sec

Fig. 4. Comparison of data and three different methods of waveform synthesis
for the T7 model. From Cormier and Choy [19811.
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Fig. 5, (at. Synthetic seismograms computed by the full wave theory for the
horizontal ridial component of displacement for SV waves interacting with
the Earth's outer core. The computation used model 10668 without attenua-
tion, a point double-couple source with one nodal plane oriented vertically,
and surface depth for both source and receiver. The sampling interval is 1 5.
(b). The displacement for distances in (a) . s computed by the reflectivity
method. The sampling interval is also 1 s. (4,. Synthetic seismograms as in
(a), computed by the full wave theory, after introducing the effect of the in-
strwnJcnt response of a 15-100 s seismograph.
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seismograms is normalized with part (c) such that at 980 the amplitudes ofSKS measured from baseline to the first peak is the same for both sets of
records. (e). The same synthetic seismograms, computed by the full wavetheory, after convolution with a source function and the instrument response.
(0. The reflectivity records for the same distances as in part (e). Again, therecord sets are normalized to the baseline-to-peak amplitude of SKS at 980.
From Choy et al. 119801.
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efficient way to compute a record section, give very good comparison
with the Cagniard record section on the left of Fig. 6.

The outcome of such comparisons [see also, Stephen, 1983; Apsel
and Luco, 1983; and Luco and Apsel, 1983] generates confidence that
after many years of development, computation of synthetics has for many
purposes become reliable. Given a structure in which velocities mainly
increase with depth, with perhaps a low velocity zone and/or a few discon-
tinuities, we can compute seismograms relevant to the bandwidth of our
data. Because of this development, which comes after many man-years
of effort, it would be an aid to scientific progress if the most successful
programs were documented and generally available. However, at pres-
ent it appears that access to programs is arranged only on an informal
basis. It would also be most helpful if, in publishing synthetics, enough
information were supplied to enable other seismologists to reproduce the
computation.

Earth Structure, from Analysis of
Seismic Waveforms: Selected Studies

It was pointed out above that major sub-divisions of the Earth's
structure (crust, mantle, fluid core, solid core) were identified decades
before synthetics came into routine quantitative use. However, in a
qualitative fashion, synthetics have played an influential role since Lamb's
[1904] classic paper showed how body wave and surface wave pulses
would appear for a point source in an elastic half-space. Lamb's work,
and developments by Nakano, Pekeris and Lapwood for simple struc-
tres, led to synthetic seismograms consisting essentially of a few isolated
pulses. The puzzle facing observational seismologist was that ground mo-
tion in a seismogram is commonly oscillatory for many minutes. Jeffreys
[19311 examined and rejected many explanations, concluding that "the
only suggestion which survives is that the oscillations are due to reflec-
tions of the original pulse within the surface layers." That this is basical-
ly a satisfactory explanation is now confirmed by many numerical studies
of the past decade, in which the computation of all body wave multiples
and/or all surface wave modes has been undertaken in structures with
many layers. (The most notable example of surprisingly long-lasting oscilla-
tions occurs in the oceanic P, and S. phases, which can be modeled as
reverberations in a few crustal layers and the water column; see
Gettrust and Frazer [1981].)

As seismology developed in the 50's and 60's, with better instrumen-
tation and a more complete understanding of wave propagation, the first
part of a seismogram to be thoroughly understood (apart from simple
arrival times) was the dispersion in surface waves. The wish to study
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deeper and deeper structures by this method led naturally to efforts in
instrumentation at longer periods, and led also to efforts in understand-
ing wave propagation that promoted working with discrete normal modes
of the whole Earth. It is interesting that in their paper entitled
"Preliminary Reference Earth Model", Dziewonski and Anderson [1981]
did not work with synthetics. Rather, they used about "1000 normal mode
periods, 500 summary travel time observations, 100 normal mode Q
values, mass and moment of inertia." They also used a set of about 1. 75
million travel times for P and S indicating significant lateral heterogene-
ity (which they sought to average). Their PREM model is shown in
Fig. 7, with upper mantle discontinuities at about 400 kmn and 650 km
depth.

There is now an extensive literature on these proposed discon-
tinuities. The natural questions to ask are. how thick is each of these
two regions? (A discontinuity has zero thickness.) How big is the jump
in velocity across each anomalous region? And what velocity gradients
are present just above and just below 400 and 650 kin? Good answers
are available, using synthetics for depth dependent structures, only if
there is also available a good data set, for sources and receivers within

12 P

VV10 
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6 

v

0 2000 4000 6000

Depth (km)

Fig. 7. The Preliminary Reference Earth Model (PREM). Dashed lines are
for horizontal velocities in a transversely isotropic layer. From Dziewonski
and Anderson [1981].
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a region about 3000 km across, that indeed does not vary laterally. Waick
[1984] used more than 1400 short-period digital seismograms from earth-
quakes in Mexico and Central America, recorded by the Southern Califor-
nia Seismic Network. From travel-time analysis and inversion of dT/dA
observations, she obtained a starting model for the P-velocity profile that
was subjected to more than 100 trial-and-error iterations, resulting in
the final model, GCA, shown in Fig. 8. Some waveform data and syn-
thetics relevant to the three questions just asked are shown in Fig. 9.
Reflections from 390 and 660 km are wide angle, so, although this is short-
period data, she stated it was not possible to distinguish between
discontinuities (as shown in Fig. 8) and equivalent high gradients over
10-20 km. The jumps in velocity were found to be quite small (only 2.8%
at 660 kn), but were associated with large gradients just above 390 and
660 kin, and just below 660 km.

Upper mantle structure, from analysis of SH and SV Wave-
forms. Grand and HelImberger (1983) have studied triplications in S and
SS for SH waves in the range 10 to 600. From waveforms recorded
in western North America for earthquakes on the East Pacific Rise they
have proposed a tectonic upper mantle model having a zone of slightly
low velocities centered on a depth of 120 kin. From waveforms for events
northwest of North America they have proposed a shield model with a
more pronounced low velocity zone centered on about 200 km depth,

Fig. 8. Upper mantle P-velocity 0
model GCA. Developed for the Gulf Model GCA
of California spreading region,
GCA has a 20 km crust and
velocities that in general are low 200
in value down to 350 km depth,
with an unusually large gradient
from 225 to 390 kin. Velocity di8-
continuities are 4.7 per cent at 390 E 400
km and 2.8 per cent at 660 km. .E

From Walck [1984].
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above which is a thick zone (50. 50 km depth) of high and almost con-
stant velocity. The models are the same below 405 km and have velocity
jumps at 450 km and 660 km. These models are shown in the ccter
of Fig. 6. Associated synthetics and waveform data, are shown in Fig. 10.
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Data 4 1 "
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Time = A/12

Fig. 9. Detailed analysis of the 660 km discontinuity. (a) The synthetics are
calculated for model GCA with differing gradients above and below 660 km,
from a simple step (top row) to large gradients above and below (bottom row).
(b) Data (left panel) and synthetics for GCA (right panel) for part of the triplica-
tion due to structure at 660 km. Relative amplitudes change from a weak
fi-at arrival near 260 to a simple pulse near 28 ° . From Walck [1984].
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Waveform data for P-SV pertinent to this region of the Earth
appear to be intrinsically more complicated than SH, yet Priestley et al.
[1980] had considerable success fitting synthetics to data. Lerner-Lam
and Jordan (1983) tackled P-SV data using an inversion method based
on improving the fit between higher-mode surface waves in synthetics
and observed seismograms. They derived upper mantle models of SV
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the Tectonic Area 300 - 390 the Shield 36' - 40*

DUG OTT
EP11 NWI N4
30.8. 38.00 k

GOL MNT
EP3 NWI
31.11 37.20

DUG A F
EP3. NWI
32.8 38.20

060

JCT 38.90
EP6
34.70

JCT WES
EP4 NWI
35.2' 40.2'

0 120 240 0 120 240
Time (se) Time (sec)

BOZ
EPI

35-,4

TUC
EP4
37.10

LUB
EP4
38.,

ALO

39.239.2 Fig. 10. Data (Sli waves, both S and
SS), and synthetics for upper mantle
models (a) TNA and (b) SNA. For

0 120 240 0 120 240 models, see Fig. 6. From Grand and
Time (sec) Time (sec) HeImberger [19831.
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Fig. 11. Data and synthetics for SV upper mantle. From Lerner-Lam and
Jordan (19831.
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velocity for Eurasia and for the Pacific that show substantial differences
below 200 kIn. Examples of their data and synthetics, and their models,
are shown in Fig. 11. These upper mantle models do not display velocity
gradient anomalies (let alone discontinuities) near 400 and 650 km depth.
Comparison of models in 7,T, 6 (for SH) and Fig. 11 (for SV), for velocities
averaged over about 60. ,'j) km depth, might indicate that SVis faster
than SH. The possibility of anisotropy is directly addressed by Dziewonski
and Anderson [19811 and Anderson and Regan [1983], but emphasizing
upper mantle low velocty zones. With the Graefenberg array of Wielandt
instruments in Germany, Choy [19821 identified clearly earlier arrivals
of SH as compared to SV, from a deep earthquake in the Kuriles.

Clearly, the extent of anisotropy in the upper mantle is at present
speculative. The best hope for a definitive statement will, as usual, rest
with an analysis of long period signals (e.g., the classic "discrepancy" in
Rayleigh and Love wave dispersion for isotropic models - see Dziewonski
and Anderson [1981]). As pointed out by Backus [1962], the explana-
tion may be horizontal isotropic layering. An analogue experiment by Melia
and Carlson [1984] confirms that isotropic layers can lead to apparent
anisotropy.

Core studies. The two qualities of the data that make detailed study
of the upper mantle so difficult (lateral variability of the data, and hence
of the structure; and the difficulty in seeing reflections at near vertical
incidence), are less of a problem for the core. Narrow angle reflections
give such strong evidence for discontinuity between lower mantle and
fluid core, and between fluid and solid cores, that the range of possible
core structures can be investigated relatively simply in terms of velocity
gradients just above and below the interfaces. Thus, Choy [1977] com-
pared data and synthetics for SKS + SKKS + .... + SinKS + to conclude
that the velocity gradient in the outer fluid core was very close to that
expected for an adiabatic gradient. Choy and Cormier [1983] found pro-
perties of the BC branch of PKP near 1550 to be very sensitive to velocity
gradient at the base of the fluid core (see Fig. 12). And for the DF branch
of PKP, their synthetics fit waveform observations near 1300 only for
models that had strong gradients in the outer 200 km of the solid core.

Attenuation
During transmission through the Earth, a seismic wave loses

amplitude as a result of a variety of anelastic and scattering processes.
The emphasis in this section will be on body waves, and the effects of
propagation on a waveform that initially is impulsive. An excellent review
of body wave attenuation is given by Cormier [1982]. 1 shall focus on
a particular issue, on which seismologists appear to be divided. Namely,
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the attenuation and associated frequency-dependent phase delay (if any)
imparted by the Earth to pulse shapes observed teleseismically.

Basic definitions can first be stated for a wave propagating in a
homogeneous medium for which (at a given frequency w) stress and strain
are proportional to each other, but related by a complex modulus. Thus,
for a plane wave p (x, w) with both attenuation and phase delay increas-
ing in the x-direction, the amplitude and phase are given by

p(x,,w) = exp exp i W - t) = exp i(Kx- wt)

Here c = c (W,) is the (real) phase velocity; attenuation is described by
Q -1, where Q = Q(w); and K = (w/c)+ia is the complex
wavenumber. It follows that the spatial attenuation rate is a =
I w/(2cQ), and Gutenberg [1958] found evidence from teleseismic

P-waves to suggest that a is roughly independent of frequency. Since
c varies only slightly with frequency, it would then follow that Q is roughly
proportional to frequency. But, in recent years, hundreds of studies have
been published that are based on the premise that Q is constant, to within
a few percent, over the frequency range 0.02-1.5 Hz. In order to con-
centrat,- the debate, I shall focus on analyses of ScS waves.

Continuing with the basic properties of p(x, ,w), we shall assume there
exists a finite value c., for c (M') in the limit as w - 0o, and give a sum-
mary of results in Aki and Richards [1980, pages 167-1851. If the wave
has zero amplitude in the time domain, prior to an "arrival time" x/c.,
we say it displays "causality". It is an elementary exercise then to show
that c must vary with frequency (if Q -I * 0), and that this dispersion
is completely determined if the behavior of a is known at all frequen-
cies. The rule is

- +H(a M)
c(W) c.

where H denotes a Hilbert transform.
The transform of ( (w) can be explicitly or numerically derived for

a variety of cases corresponding to Q being roughly constant over the
bandwidth of seismic waves. Commonly, but not invariably, one finds
the following practkal rule for assessing body wave dispersion:

C (w) C ((,) I + In -
Wo!
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in which wo, is taken as a point of reference, often 1 Hz (i.e., w,, = 2 7).
Many authors have derived this logarithmic rule [e.g., Futterman, 1962;
Carpenter, 1967; Azimi et al., 19681, and it was given a physical basis
by Liu et al. [1976]. A more general analysis was carefully developed
by Minster [1978a, b). The main idea, following Anderson et al. [1977],
is to work with a seismic absorption band, regarded as a spectrum of
independent relaxation mechanisms for a standard linear solid. In Minster's
model, an important role is played by a parameter r (the reciprocal of
the high frequency cut-off of the relaxation spectrum). Thus, phase veloci-
ty departs from the logarithmic rule at sufficiently high frequency, becom-
ing constant for co well above r -1. The Q factor is effectively constant
at lower seismic frequencies but begins to rise as wc approaches r -1.
At frequencies above -- 1, Q is roughly proportional to frequency. Thus,
in this model, a tendency for Q to show an increase with frequency is
interpreted as an effect of the sharp cut-off in the relaxation spectrum
at high frequencies.

Figure 13 shows the characteristic features of the time-domain pulse
p (x, t), associated with constant Q and the logarithmic rule for phase
delay. High frequencies have been selectively removed, and the pulse
shape is broadened with an asymmetric rise and fall.

Early work on ScS waves concentrated on taking spectral ratios, i.e.,
on the determination of Q from the amplitude spectrum. Anderson's
(1967b] review indicates that several studies are in fair agreement with
conclusions of the spectral ratio method used by Kovach and Anderson

t

t

Fig. 13. The attenuated/dispersed impulse associated with constant Q and
the logarithmic rule for phase delay.

These two examples correspond to P-arrivals from a deep event at
A 480, with t* = 0.21 a (upper) and 0 = 0.72 (lower). Tick marks are
seconds.
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[1964] for multiple ScS and sScS. They obtained QS values of 600, 200
and 2200, as averages for tht whole mantle, the upper 600 In, and the
lower mantle respectively. Jordan and Sipkin [1977] studied multiple ScS
phases for events in the western Pacific using HGLP data, and from spec-
tral ratios concluded that the path average for 11Q yields Qss constant,
having a value 156 ± 13 over the range 0.006-0.06 Hz. Sipkin and Jordan
[1979] extended this study to higher frequencies using three deep-focus
earthquakes in Tonga/Fiji, but with WWSSN long-period and short-period
instruments on Guam and Hawaii. Attenuation is sufficiently strong to
remove frequencies above about 0.1 Hz from the multiple ScS arrivals,
so in this frequency range they worked with a model of the source spec-
trum, assuming it to fall off as (j -2 at sufficiently high frequencies. They
did conclude that Qss increases with frequency above 0.1 Hz, and the-n
suggested this is associated with a value of 7 (in Minster's model) in the
range 0.2 5 7 S 1 s. They pointed out that QScs values below 200
would make SS unobservable on short-period records. The fact that they
had good observations at short-period led them to estimate Qscs as
greater than 400, at frequencies above 1 Hz. However, it remained to
find a way to reach such a conclusion without having to make any assump-
tion about the source spectrum.

To this end, Burdick [1981b, 1983] worked with some excellent short-
period ScS data, using the data for ScP as a way to avoid assumptions
about the source. Figure 14 shows results from an earlier experiment
of this type, published by Kanamori [1967]. Effectively the same pulse
shapes leave the focal sphere for both SeP and ScS. But Fig. 15 shows
a very clear example in which ScS has some high frequency loss com-
pared to ScP, and ScS is a relatively broader pulse, perhaps twice as
broad. Burdick showed that if this pulse broadening is interpreted via
Minster's [1978a, b] extension of the usual logarithmic rule of phase
dispersion, he required a significantly lower value of the 7 parameter than
had been suggested by Sipkin and Jordan [1979]. The effect (on pulse
broadening) of varying r is shown in Fig. 16. For the ScP, ScS data of
Fig. 15, pulse broadening with the r model required a very low value
to reproduce ScS characteristics from filtering ScP. This is apparent in
Fig. 17a, where r = 0.01 s is used.

A low value of r in turn gives a low value of Q out at the high fre-
quencies of this ScS data. And then the term

7rQ inw~

in the logarithmic rule encourages pulse broadening, because different
frequency components (over the bandwidth of the data) travel at different
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Fig. 16. The effect of filtering on ScP signal is shown for various 7 values.
Pulse-broadening does not become significant until 7 -sO.2 a. From Burdick
[1981b].
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Fig. 17. The first and second traces are the ScP and ScS signals shown in
Fig. 15. The last trace is the result of filtering ScP by assuming a r-value
of 0.01 a. (b) Power spectra for Sc! (top solid line, left-hand scale) and SCS
(lower solid line, right-hand scale), and for ScP filtered with r = 0.2 s (dash-
ed line). Filtered Sc! does vary with frequency roughly like ScS. (c) Reciprocal
of average 11Q#. From Burdick [1983].
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speeds. (Note that some pulse broadening will occur in the presence of
attenuation, even if there is no dispersion.) Because 7 is so low, Burdick
(1983) concluded that Qs5 s stays down at a low value, around 250, out
to 1.5 Hz.

However, it seems that a different conclusion must be reached if
we look again at this data and emphasize properties of the amplitude spec-
tra rather than just the pulse broadening. Using now the label Q0 for
the Q of S-waves traveling a path such as ScS from the core-mantle boun-
dary right up to the Earth's surface, and Q. for P-waves on a similar
path, the spectral ratio of ScS/ScP is dominated by the factor

R (w) = x W(L -L .)

Here, T# and T. are the S- and P-travel times for the upward portions
of ScS and ScP, throughout the whole mantle and crust. It is instructive
to evaluate R(w) with different Q0 , using representative values of
T, (say, 500 s) and T, (say, 300 s), and the usual approximation
Q. = (3a 2 /40 2 ]QO -2QO.

If Qp = 250, then R(o) is about 0.1, 0.01, and 0.001, at 0.5 Hz,
1 Hz, and 1.5 Hz respectively. These low values are not indicated by
a direct assessment of spectral ratios in the data. Although ScS has lost
high frequencies compared to SeP, ScS does contain significant signal
at 1 Hz. It thus seems that Q as estimated from pulse broadening (using
the standard linear solid; a sharp cutoff in the relaxation spectrum at high
frequencies; and the logarithmic dispersion rule over the frequency range
where Q is constant) is, in this example, significantly lower than the Q
inferred from spectral ratios. To make the case for this conclusion in
another way, Fig. 17b gives power spectra (albeit with different scales)
for ScP and ScS, and indicates in a general way that T around 0.2 is a
fair estimate from the spectral ratio. Figure 17c summarizes the work
of Burdick, Jordan, and Sipkin on Qscs, and also displays the relation
between r values and the rise of Q at high frequencies.

Faced with this level of inconsistency in the attenuation model,
seismologists have made different choices. Some have zontinued to work
with low Q estimates, but some work with relatively high Q such as pro-
posed by Archambeau, Flinn and Lambert [1969]. If these two choices
are pursued to the extent of applying the logarithmic dispersion rule in
each case (i.e., Q constant in each case), they lead to pulse shapes that
are substantially different, as shown in Fig. 18. Especially, if one is
using synthetics to study details of a seismic source, this figure indicates
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Fig. 18. (a) Two models (SLS, and AFL) of Q as a function of depth. (b) The
pulse broadening of P, andpP, for propagation to A = 480 from a deep event,
if Q is frequency-independent. From Choy and Boatwright [1981].

that a fundamental problem in modern seismology is as yet unresolved.
Another choice, favored by this author, is to question the practical
applicability of the Hilbert transform relation between phase delay and
attenuation spectrum. We should recognize that linear theory of wave
propagation is a fair approximation, for seismology, but is pushed to
extremes in the slowly converging Hilbert transform corresponding to
nearly constant Q. If scattering has a significant role in attenuation [e.g.,
Dainty, 1981; Aid, 1982; Richards and Menke, 1983], then one's mind
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set can change to the view that the Earth may be far more complicated
than is generally supposed by geophysicists working with smoothly varying
structures. The question of whether scattering or anelasticity controls
attenuation is most actively under debate by exploration geophysicists
studying the upper crust (see Anstey [1984] for the basic ideas). But
petrologists are claiming great complexity of structure also in the upper
mantle. In view of such three-dimensional complexity, research on Earth
structure is now quite naturally developing along two different but
complementary lines. The first, entails a normal mode/long-period surface
wave analysis, exemplified in Fig. la, that accurately estimates smoothed
structure. The second, which is more in the tradition of the oil industry
in working with large amounts of short-period travel time data, or with
surface-wave phase velocities, entails tomography rather than synthetics.
Both of these approaches are yielding new results about Earth structure.
And both of them indicate there is more to be learned, if they can be
applied to much larger data sets. The chief restriction on our knowledge
of three-dimensional structure now appears to be the limitations of the
present global data base.
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Seismic Wave Propagation Effects -

Development of Theory and
Numerical Modeling

Text of Oral Presentation

Editor's note: The following is the text of the oral pmesentation delivered
to the VELA 25th Anniversary Conference in Santa Fe, New Mexico, i.
May, 1.984. It is intended to convey the basic material qf the precding paer
in a different and complementary way. Figures identified by numbers refer
to figures which appear in the preceding paper.

The central exercise in seismology is understanding seismograms.
What you do with the answer is sometimes politics, sometimes finding
oil, sometimes a discovery about the Earth. But, again, the central
exercise is understanding seismograms.

Every generation of seismologists, for the last 100 years, has pushed
for quantitative results, and in the 1980's this means that we try to
interpret seismograms essentially by reproducing or modeling the
waveformz data. Our model has to have a description of the seismic source;
an appropriate theory of wave propagation; and of course a description
of the Earth's internal structure. One can expect that in decades to come,
ald of these components of our modeling will continue to improve.

We heard yesterday fr-om Bernard Minster about progress in the
study of the source, and today I am asked to review seismic wave pro-
pagation, and how we have come by our present-day understanding of
Earth structure. I suppose the subject includes the theory of wave pro-
pagation, and a description of the relevant data. It should include inverse
theory, and it would have to include a description of the answer, Earth
structure as we currently perceive it. However, an orderly presentation
of all these good things is obviously not possible in one session. Instead,
I'll try and make, overall, perhaps three main points.

First, I think it is true to say that synthetics, as now computed, do
indeed often look very much like the data.

The second point, which is related is that if we work with Earth
models that are elastic, with structure that varies more or less smoothly
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with depth, perhaps with a handful of discontinuities, then we do have
a variety of trustworthy ways of computing the synthetics.

The third point I want to make takes us in another direction. We
see attenuation effects in the waveform data that require utv to go well
beyond simply an elastic model of the Earth. We have to work with an
anelastic model of the Earth, and, I do believe, wi:h an Earth model that
Ecatters waves. It is my belief that we don't really yet have a very good
understanding of those processes, anelasticity aned scattering, simply
because in the scattering context the Earth is inhoniogeneous on all spatial
scales.

The first slide (Fig. 1d, upper) is intended to make my first point.
It is from work of Langston and Blum and shows that synthetics really
do look very much like the data. In this work we are also taught something
new about the structure. The data here are WWSSN P-wave arrivals
plus surface reflections and perhaps other crustal effects. As you scan
over this (the data above and the synthetic below), I think you can see
there is a remarkable agreement in this case. The way in which this agree-
ment was obtained was essentially trial and error, fitting for the crustal
structure above an earthquake source in the Puget Sound area. And in
fact the structure that emerged, in synthetics fitting the data, had a low
velocity zone. The overall details that emerged in developing synthetics
you can look at here (Fig. 1d, lower right). One of those pairs of syn-
thetics in each case had just a single layer of crust with no low velocity
zone. The other synthetic had that low velocity zone. My goal here (and,
as I am talking, you can look at these two synthetics, one with the low
velocity zone in the crust above the earthquake, and one with just a single
layer crust) is to convey a sense of the slight differences that you see
in those two synthetics. The synthetic in each of those pairs that better
fits the waveform data between P and pP, led Langston and Blum to
say that this crustal structure had a low velocity zone. The conclusion
here is confirmed by other kinds of data, refraction data, for example,
in the area.

In this talk I'll come back several times to the point that synthetics
really do look like the data in many cases. But Ann did put the word
"theory" in the title of my talk, so I'll briefly review the theory to see
how synthetics like this are computed.

(Figure A) I haven't put in an equation yet. This is all symbolic. We
first describe the normal modes of the Earth in an orderly way. Then
one can simply add those normal modes up to synthesize the way the
ground moves - a seismogram. In a very schematic way, I want to march
on here with that basic method of solving the relevant partial differential
equations, the method of separation of variables. In this way, the sum
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If the jth normal mode of the Earth is
I /u(x) cos wlt exp[ - wjt/2Qj]I

then a seismogram is just a sum over j with excitation coefficients given by the
moment tonsor. j = (I,m,n), a triplet of integers.

Fig. A.

of normal modes breaks down into a sum over angular order number e,
a sum over radial order number n, and in seismology, fortunately, the
sum over azimuthal order number m is relatively simple (Fig. B). So one
finds from the method of separation of variables this type of factoriza-
tion. This typical presentation concentrates on SH waves. The represen-
tations that everyone uses have this kind of structure. The first factor
is effectively the details of a point source. I used here some detailed ter-
minology in notations of the seismic moment tensor. The basic synthetic
that one works with is the sum over f and over overtone number n, of
separate factors. One can work away at rearranging this, recognizing,
if one chooses to do it, that one can go to a continuum of horizontal wave
numbers and overtone numbers (Fig. C). Then n simply counts up in

2

u (x,t) = f (source) e""0
n n m=-2

x g (receiver depth, and Earth model)

x h (A)

u(x,t) for SH-wave source

- 1/2sin2-0[11-,, - A ) + cos2$ y,]

f#t1(n )gh
en

+ (cos 'My. - sinC&.

x f,(Ln)gh
en

Fig. B.
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Basic synthetic, by mode summation:

u(x) = , E [separate factors describing source Earth model, receiver depth
' . source-receiver separation (4)

Continuum: E - f

f + / =horizontal wavenumber = k = wp

n = overtone number (Increasing frequency at fixed r)

Basic synthetic

=f dkf d separate factors for source, etc.

.W dpf d(.......

Fig. C.

frequency, but one has exactly the same structure in many cases, work-
ing with a basic synthetic that is now an integration over horizontal
wavenumber and frequency.

Because of various choices in the way integrands and integrations
here can be approximated, there are dozens of different ways to get the
answer. Someone in the audience may recognize this (Fig. D). It appeared
in a review of a paper I had submitted. So if you are out there I thank
you and note that I and many others in this audience have spent years
picking our way over the details of various choices here. There is the
choice about how to handle layers - should one use a few inhomogeneous
layers or should one work with hundreds of homogeneous layers? What
order should one do the integration in? Should one use a slowness method
or a spectral method, and so on.

It turns out that programs for synthesizing all body wave multiples,
and surface waves, in realistic structures, are quite cumbersome and ex-
pensive if they are to be broadband, and last many minutes. So, it has
been necessary in practice to develop special and quick methods for
isolated portions of the seismogram. This is the subject of generalized
ray theory, and Don Heimberger took a major practical step in 1968 when
he showed how to use Cagniard-de Hoop methods to get the generaliz-
ed response of a single interface within a stack of layers. Before that
time, synthetics had been used only a qualitative way. Since 1968, syn-
thetics have been used to get quite detailed information about Earth
structure.
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The Basic Choices for w - k Integration
(not Including Cagniard-de Hoop)

1. Earth flattening to cylindrical coordinates
2. No earth flattening. Use spherical coordinates

f1. WKBJ or Langer approximation with appropriate Debye
V expansions at discontinuities

x 2. Layer matric with homogeneous layers
3 . Layer matrices with inhomogeneous layers
4. Direct numerical integration of an arbitrary velocity profile

f1. Spectral method with contour for the p Integral along the

x 2. Spectral method with part of the contour tor the p-integra
off the Re (p) axis

3. Slowness method. (Chapman 1978)

Fig. D.

Before turning to some of these studies of structure, let me em-
phasize that the various methods for getting synthetics all seem fairly
trustworthy. Several papers have come out in recent years making this
point, simply comparing different methods of computation in the same
Earth model. Larry Burdick and John Orcutt, working with a upper mantle
model that had this (Fig. E) travel time curve, compare a generalized
ray method with the reflectivity method (Fig. 3b). We can look at this
for a while, and basically the question is, do these two different methods
give the same results? You can form your own conclusions about that.

Fig. E. From Orcutt and 70
Burdick [1977]. T7

' 60

0

15 20 25
A, deg.
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I claim that at most of these distances they really do seem to give the
same detail, "wiggle for wiggle." One can be picky and point to a few
places where they don't, and one can get into a morass of question about
why there are various strange features that are due to how the phase
velocity integration is cut off, of how the generalized ray sum is trun-
cated. The point is that in the hands of the expert who is developing
these synthetics, the methods are effective. If it's a question of whether
computed synthetics are now being carried out accurately, I think the
answer now is: "usually, yes."

Another exercise of comparing synthetics in the context of waves
that go really deep down into the Earth, brings up the problem of doing
the calculation by methods that require very many (hundreds of) layers
in the Earth model (Fig. F). In this case I'm going to show some ex-
amples of the reflectivity method, executed by Gerhard Mueller (Fig. 5);
compared with work of George Choy (Fig. 5e, overlayed on Fig. 51),
who used an Earth model with a few inhomogeneous layers. In practice
when the Green function describing propagation (through these two dif-
ferent ways of handling the Earth's velocity increase with depth) is

V (km/s)

4 5 6 7 8 9 10 11 12
0 I

1000-

2000

~3000
N

4000

Fig. F. Earth model 5000
for reflectivity compu-
tations of SV (including
SKS). From Choy et al.
(1980). 6000
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convolved with a typical source and instrument response, then we see
that there is basically very good agreement.

There are going to be some pitfalls still. Pitfalls, however, that are
recognized by practitioners. One of the best methods (it's the cheapest) is
called the WKBJ method, pioneered and advocated by Chris Chapman,
and Grand and Helmberger recently reported an interesting comparison
of SH synthetics calculated by two different methods in a couple of
upper mantle structures - tectonic North America and shield North
America (Fig. G). To see how cheaply we can compute seismograms,
for example, in the TNA model, we can look at the right half of the panel
(Fig. H) compared with a more expensive, but more general method on
the left, and you can form again you own opinions about the agreement
of those two methods, but I think it's pretty darn good; they basically
do very well. But yet, if one goes through the same exercise, as Grand
and Helmberger show, for the other upper mantle structure, the struc-
ture that they call shield North America, then on the right hand side of
this panel (Fig. I) is the WKBJ computation, and on the left, the generalized
ray computation. I would say, as Grand and HeImberger have pointed
out, there are clearly some significant differences in this forward com-
putation of synthetics.

Why does it work out that in TNA the computation can effectively
be done accurately by the WKBJ method, but not so for the SNA struc-
ture? It has to do with what actually is the worst velocity gradient in

Fig. G. Mantle models for 0
tectonic North America
(TNA) and shield North 10
America (SNA). From Grand
and Helmberger [1984]. zo
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Fig. H. From Grand and Comparison of Generalized Ray and
HeImberger [19841. WKBJ SyntheticS for TNA
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those two upper mantle models. What is shown here (Fig. J) superim-
posed on the TNA is a series of steps (layers) having the critical velocity
gradient required in a typical layer approimation to the model. That is,
in these layers the velocity gradient, dv/dr, equals v/r. As it happens,
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Fig. 1. From Grand and Comparison of Generalized Ray
Helmberger [1984]. and WKBJ Synthetics for SNA
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TNA although it has a low velocity zone and a region with dv/dr > 0,
never attains values of dr/dr as great as vir. But SNA does. In technical
terms, this means that TNA has a turning point radius that is single valued
and varies continuously with ray parameter, but SNA does not. In this
case, an important feature of the wave propagation in SNA is the tunnel-
ing of energy through the high velocity region about the low velocity zone.
And this can be handled by generalized ray methods, but not with relatively
simple WKBJ procedures.

It is pitfalls such as this that make it difficult to develop computa-
tional synthetics packages that are both foolproof and efficient. But the
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Fig. J.
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main point is that successful methods at last do exist for accurate
seismogram modeling.

Now let's look again at what has been learned about structure. The
next slide (Fig. 7) is the Preliminary Reference Earth Model published
by Dziewonski and Anderson in 1981. I remind you - I'm supposed to
be making the case for using synthetics to learn about Earth structure.
But I don't want to do violence to history here, because remember
Mohoroviid in 1909 began to develop ideas about a crust of the Earth,
and began to investigate the thickne,.s of that crust. He did it without
using synthetics. In 1913, Beno Gutenberg, standing on the shoulders
of Oldham and Wiechert, gave a very accurate estimate of the depth to
the Earth's core. In 1936, Lehmann recognized the existence of an inner
core. In the 1940's, Maurice Ewing began to study the oceanic crust
and found out how thin it was. These early studies go beyond just the
major discontinuities, because in 1967 Lane Johnsol published convinc-
ing evidence for two regions of very high velocity gradients in the Earth's
upper mantle.

So all of this good work was done without using synthetics. In fact
this model itself (PREM) was published without using synthetics. So,
here I am, I'm supposed to make a case for synthetics, but I simply want
to try and be fair, not just to say "everything depends on synthetics these
days." Because that's not the case. What in fact does one learn with
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synthetics, then? I would have to say they can be exceedingly useful.
They can be used to sharpen details of our knowledge of structures. In
this context, I think it's very interesting to see what the oil industry does.
The oil industry has been spending about four billion dollars a year to
acquire and process geophysical data. Almost all of that is seismic data.
But they don't spend much on synthetics! The oil industry typically works
with massive travel time sets, and that might be a crude way to sum-
marize reflection data, but that's all it is. It's largely kinematic data. Of
course there are appeals to amplitudes in that data, and I know about
studies with bright spot analysis and so on, but largely, I think it's still
true to say that synthetics are not very much used in that industry. So
what are we doing using synthetics in our kind of seismology? It's mainly
an exercise to try and get the maximum information out of the data that
we do have available, because we don't have four billion dollars a year,
and even if we did, it would be hard to go... well, we could do a better
job, of course! But I'm simply asking that you think what would one really
do if one really had to get the answer as, in practical terms, the people
working in the oil industry have to. That is an industry dedicated to get-
ting results. They just haven't gone this route of working with synthetics,
because of two reasons, I suppose: the kinds of depth-dependent struc-
tures, with the kinds of wavelengths they are using, are indeed very com-
plicated; and they have to work with three dimensional structures. As
I'm sure Don Anderson and Adam Dziewonski will show us, the direc-
tion to go for us too is indeed going to lead us into complicated struc-
tures of a three dimensional Earth. However, having made this digres-
sion, I'm going to accept a restriction. I'm supposed to talk about one
dimensional structures of the Earth, and using waveform data. Don and
Adam will take off from there.

So, synthetics, how are they used? The principal use is still trial and
error fits to data in an effort to maximize the extraction of information.
In fact, most of the practitioners don't use formal inverse theory. Most
of the practitioners don't even have the opportunity to work with reversed
record sections. But still, let's not deny that a great deal is still to be
learned. Let's look again at this PREM model, noting in particular that
the upper mantle discontinuities are present at around 400 and 650 km
depth. It's natural to go in this direction of synthetics, trying to check
out detailed structures around those two discontinuities, or regions of
high velocity gradients in the upper mantle.

A recent major attempt has been published by Walck who worked
with digital data, short period data largely, from the Southern California
Network. 1400 short-period digital records, I understand, went into this
work. She developed this detailed conclusion (Fig. 8). about upper mantle
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structure, south and east of the array. When it comes down to details,
and use of synthetics, the mair interest is to look here and see how big
is the velocity jump of these transitions. In this case it's a little less than
3% at the deeper discontinuity and about 4% at the upper one. The details
are not just the magnitude of that discontinuity, but what kinds of gra-
dients are found just above and below the discontinuities. I can't do justice
to this extensive study, but simply to give a flavor of it I'll show some
figures fr .n a recent paper of hers in the Geophysical Journal to study
the effect of structure around whatever is going on, a discontinuity
perhaps, at 660 km depth (Fig. 9, top). The top row is some short pcriod
data, and the next row is synthetics for a relatively large jump in velocities.
In the subsequent two rows she reduced that discontinuity, but added
regions of anomalously high gradients, in one case just above, in the other
case above and belcw. It is by hundreds of attempts of trial and error
fitting in this way that one finds what is the power of data actually to
resolve details.

On the lower left is her final choice for the structure around 660 km
depth. On the next slide (Fig. 9, bottom), on the left is shown a small
amount of the data intended to bring out the clear first arrival. Following
that first arrival, is a second branch, which begins to fade out around
28 or 29 degrees. This is present in the data on the left and in the syn-
thetic on the right. It is interesting that in her paper, the author still says
the question about thickness of transition zones is unresolved. She could
not tell whether, indeed, there was a discontinuity at that depth, or
whether the velocities might have increased over a zone perhaps as thick
as 20 km. The data and the synthetics would look about the same in this
case.

Although this is relatively short period data, this is still fairly wide
angle incidence at that interface. It turn out that the key data on the
question of transition zone tlickness, ' hich is of great importance
petrologically in our understanding and appreciation of Earth history and
so on, is the data from nearly vertical incidence. An important considera-
tion here has to do with what kind of reflection coefficient results from
transition zones of various thickness. If you'll accept the idea here (Fig. K)
of having some kind of hyperbolic tangent, s, me H'- - of continuous
increase of velocity with depth, where most o :uijn takes place
over a transition thickness marked as lowercase A if one asks the
question for near vertical incidence, "How does the .1ection coefficient
behave 7" what is shown here is that the reflection coefficient is strongly
dependent on frequency. This example has a total 10% change in
impedance, so the biggest coefficient possible is 5%, at long period. (The
wavelength is lambda, incident from below. Transition thickness 1
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0.1 4.5 x 10- 2

Z. 0.2 2.5 x 10- 2

0.5 1.8 x 10- 3

1 1.0 x 10 - 5

Z 2 3.2 x 10 - 1 0

Fig. K. Reflection coefficient (R), tabulated for different ratios of transition
thickness to wavelength.

encompasses 75% of the total impedance change.) The best way to sum-
marize is to say that if the transition gets spread out over more than
about a quarter of a wavelength, then the reflection coefficient very rapidly
falls to zero. So, the exercise of trying to get detailed information about
transition zones in the upper mantle is still a very active research field.
The pertinent data has to be short period data as near to vertical incidence
as one can get. I was delighted to see a contribution on this subject in
the current issue of, again, the Geophysical Journal that reached me just
two days before I flew out here. This is from the work of Bock and Ha,
and maybe Anton Hales can comment on it.

What we're looking at here (Fig. L) are some short period arrivals
at the Warrumunga array, in Australia, from deep earthquakes in Tonga.
Shown here is the P-wave, and there's a phase marked X. Each trace
here is for a different deep earthquake and the X phase is by these authors
given the interpretation of an S-wave which goes down from the source,
is reflected/converted from an upper mantle discontinuity around 650 km,
and propagates up as P. These are vertical components, and again there
are more observations of that X phase here on the right hand panel. This
is a talk about synthetics, and the authors showed the results of a for-
ward computation (Fig. M). On the upper panel, again here is the first
arriving P-wave, and their X phase is shown as having a noticeable
magritude if they do the calculation with a very sharp transition zone.
However, if the same computation is done as on the lower panel, with
a different focal mechanism, it turns out that the X phase is hardly
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Fig. L. From Bock and Ha [Geophysical Journal R.A.S., May 19841.

present -t all in the waveforms. These authors were able to explain their
observations in terms of the focal mechanism for departing S-waves.

Moving down lower in the Earth, I'd like to describe an example
of synthetics used to study the core of the Earth. Let me remind you
(Fig. N) of what the travel time curve for PKP looks like. This slide
includes the reflection from the inner core (branch CD ), and the transmis-
sion through the inner core (branch DF). Again, the framework of analysis
in which synthetics have been used is to study the effect of velocity
gradients just above and just below the major interfaces. One searches
in the data to find phases that are known, because of experience with
synthetics, to be sensitive to details of structure. It turns out that the
BC branch, just near the point C, is a place where amplitudes are
exceedingly sensitive to structure at the base of the fluid core (i.e., just
above the inner core/outer core boundary). Near the point D, where there
is a mixture of PKiKP and PKIKP, there is sensitivity to velocity
gradient in the outer part of the solid inner core. Going back to the BC
branch again (Fig. 12b), near 156', this is a study by Choy and Cormier
intended to show synthetics resulting from three slightly different models
near the inner core/outer core boundary. In each case the synthetic is
superimposed on the same observed seismic waveform. At this distance.
there is little sensitivity in the DF and AB arrivals. But BC is quite
variable. (This is broad band data reconstructed from short and long period
SRO data.) The indication from this comparison of BC synthetics is that
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Fig. N. Travel time curve A
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a velocity gradient between that of models PEM and PREM is appropriate,
for the lowest part of the fluid outer core.

Well: so far, so good. Treating the Earth as a medium that varies
smoothly with depth alone, and having just a few discontinuities, we seem
to be doing a good job now of generating synthetics and fitting data,
especially long period body wave data.

But now we come to another property of the Earth, namely attenua-
tion, which I don't believe is so well understood. We have to say a little
here (Fig. 0) about the theory. First, for a plane wave in a homogeneous
elastic medium, we work with real wavenumber k and real frequency
omega. If the wave attenuates as it travels I will take the route of
wavenumber being complex, frequency still real. Breaking the
wavenumber into real and imaginary parts, alpha is the spatial amplitude
decay rate, and is often characterized equivalently in terms of Q; c is
the phase velocity. Thus Q describes the effect on the amplitudes spec-
trum, as the wave propagates. If we want the effect of all this in the
time domain (Fig. P), we just integrate over all frequencies. I remind
you that if one works with constant Q and constant c then if we start
out with an impulse propagated through a homogeneous anelastic medium,
the pulse subsequently loses its high frequencies and broadens sym-
metrically. But a detailed examination of such a pulse shape shows it to
have completely unphysical characteristics. It begins to grow far too early

in time, and is said to be non-causal. So it turns out we have to do more
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I internal friction
Brief review of attenuation by anelasticity

true dissipation
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2cQ

Fig. 0.

than this. And for about 20 years this has been recognized in seismology.
The fix is to "impose causality," which effectively requires slight
frequency dependence in the phase velocity. The most commonly used
description that emerges is one in which there is a small logarithmic
dependence. After integrating over all frequencies, the resulting pulse
has physically plausible features, such as a clear onset, and this asym-
metrical shape (see last part of Fig. P).

Now, I'm sure you won't expect me to review all the main studies
of Q in the Earth. Instead I want to focus on one issue, which is why
quite high values of t* are sometimes promoted, and why there is argu-
ment about this. It seems to me that until this issue is resolved, the use
of body wave synthetics is under a cloud.

To make my point I want to focus on one particular experiment,
involving ScS waves, for which the data is relatively good. ScS attenua-
tion was first studied by Frank Press and subsequently many others in
the 1960's. But in 1967 Kanamori published an interesting comparison
of ScS and ScP waves (Fig. 14a), in which he was able to ratio out our
ignorance of the source spectrum. And here (Fig. 14b) is an example
of his data, showing the vertical component for ScP on top, and horizon-
tal components for ScS below. These are from Johnson-Matheson
uistitayiefts peaked at around 3 Hz, and you can see there is no signal
in these seismograms at 3 Hz. He took amplitude spectra (Fig. 14c),
and a spectral ratio is shown by the dots fit with a line in the lower part
of the slide, and he summarized his experiment as indicating a Q of around
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230, over the frequency range 0.2-0.6 Hz, for S waves making a single
passage from core-mantle boundary to the Earth's surface. His data also
indicated pulse broadening of ScS relative to ScP, but his analysis
concentrated on spectral ratios.

The next slide (Fig. 15) is again a comparison of ScS and ScP, from
the WWSSN short-period station at Junction, Texas. This is excellent
data, and has been discussed by Larry Burdick. Relative to the Kanamori
study, it is high-frequency data, and Burdick concluded this data required
the S-wave Q to stay low (around 250) out to frequencies as high as
1.5 Hz. He reached that conclusion by studying not the spectral ratio
but by discussing another property of the data, a very important property,
which is the pulse broadening. We can see that the SS pulse lasts longer
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than ScP. The next slide (Fig. 17a) shows at the top ScP and in the mid-
dle ScS data. The lowest trace shows the effect on SeP, of filtering it
as appropriate for passage up through the mantle again as S (rather than
P). So, this lowest trace is an ScS synthetic, and Burdick showed that
with constant Q and an absorption band model, it was necessary to keep
Q low right out to high frequency (1.5 Hz) in order to achieve the observed
pulse broadening of SrS.

teI am focussing on this data, because it may illustrate a problem with
teabsorption band model in which Q is constant out to a cut-off in the

spectrum of relaxation times, and then Q rises (proportional to-frequency)
at higher frequencies. For, in this case, the low value of Q at 1.5 Hz
that results from a pulse-broadening analysis does not seem to fit with
the basic observation that high-frequency components are present in the
ScS waveform. One notes that it takes about 500 seconds for an S wave
to travel from the core-mantle boundary up to Texas. At 1.5 Hz this is
750 wavelengths, and so the power spectral ratio between SeP and ScS

Hildreth: Gradients in Silicic magma Chambers
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would be about 105 or 106. Yet looking directly at the power spectrum
for these pulses (Fig. 17b), the power spectral ratio might be more like
102 at 1.5 Hz.

It therefore seems that we should consider possibilities other than
anelasticity, when we try to interpret observed loss of high frequencies,
plus observed pulse broadening, of body wave pulse shapes in the Earth.
In this connection it is perhaps interesting to be reminded of what Earth
scientists who are not seismologists now consider as candidate struc-
tures. Here are three, that extend into the upper mantle (Figs. Q, R,
and S). I therefore suggest that we turn our attention to the effects of
highly heterogeneous structures, to see what scattering can do. The sub-
ject is most highly developed in the context of crustal layering, and here
(Fig. T) on the left hand side is shown a well log measured in a drill hole.
This is not the Earth model, smoothy varying with depth, that has been
associated with synthetics described so far in this talk. On the right, is
shown an idealization of the well log, using 40 crustal layers. Bill Menke
and I went through an exercise of propagating a plane wave impulse
through complicated structures such as these (albeit still not as complicated
as the Earth itself). We found (Fig. U) that various features reminiscent
of attentuation arise; the loss of high frequencies in the most prominent
part of the transmitted pulse; the pulse broadening; and, of course, coda
is present too.

Fig. R. From Basaltic-
Volcanism Study Project, - -
[Basaltic-Volcanism of the _ -

Terrestrial Planets, Perga- -- .... . . _
mom, New York 19811.

- -- t I - ,[
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/ .i I,. . . . ! .
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The exercise of computing synthetics such as these, can lead to a
change in one's whole mindset about the Earth's internal structure. The
relatively simple first arriving pulses here (Fig. U) are in fact composed
of forward-scattered multiples. I find it disconcerting, to have spent half
of my professional life studying the Earth on the basis of generalized ray
theory, which is supposed to get simpler at high frequency, and now to
find it isn't much use in assessing scattering and coda, which are such
prominent features of short period seismograms. It's important then to
look again, carefully, and see what might help in a diagnostic way to decide
on whether scattering is important in removing high frequencies. I will
simply say that high frequencies do show up in this signal, because this
is an elastic calculation and if one looks (Fig. V) at the power spectrum
in an early window one finds as shown on the left that the signal is losing
power at high frequencies. But on the right is shown the power spec-
trum for part of the coda, and this rises with frequency. So at least in
an elastic calculation the high frequency is pushed later into the coda.

I began this talk by saying that our main job as seismologists is in-
terpreting seismograms. So I'd like to show you an example that has
high frequencies in the coda. I asked the people here from Teledyne
Geotech if I might show a couple of transparencies made from a short
paper they submitted for this meeting, and h-re (Fig. W) is some indica-
tion of high frequencies arriving after the first few seconds. This can be
shown (Fig. X) with the data run through various narrow bandpass filters,
and systematically it is evident that higher frequencies are coming in later.

What then are we going to do about this?
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Original waveform
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Fig. X. Band-pass filtered seismograms of two NOPSAR stations using zero-
phase-shift Gaussian filters with center frequencies of 1, 2, 3, 4, 5, 6, and
7 Hz, Each filter has a half-width.half-maximum of 0.5 Hz. From Teledyne
Geotech.
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Certainly, one way to go is to work with longer periods that average
out such fine scale scattering structures. As I hope I indicated in the earlier
part of my talk, I think such uses of data, and associated synthetics, are
in relatively good shape. However, when it comes to detailed studies
of pulse shape, where attenuation and dispersion are noticeable, I am
reluctant to see casuality relations (such as Krmimers-Krnig) applied
unthinkingly. Seismology is a branch of material science, and our wave
equation is not a fundamental equation of physics, like, say the Maxwell
equations. We observe, teleseismically, waves over a frequency range
of about 104 (from roughly 0.001 Hz to 10 Hz), and at different
wavelengths we must presume that seismic waves average Earth struc-
ture in slightly different ways. We thus need to search more directly for
evidence of body wave dispersion, rather than assuming we know what
dispersion is because of inferences from observed attenuation. When it
comes to analysis of short period signals, and the statistics of coda, we
must attempt the difficult transition from Earth models described deter-
ministically (i.e., velocities that smoothly vary with depth), to Earth models
that have fine-scale inhomogeneities described statistically.

Although I began this talk claiming that synthetics do look like the
data, and that we do know at last how to compute synthetics appropriately
for smoothly varying Earth models that may also have a few discon-
tinuities, I am concluding that for short-period data there are still some
important unsolved problems.
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The Effect of Q on Teleseismic P Waves
Thomas C. Bache

Background and Objective
Urderstanding the effect of regional attenuation variations on P wave

signals in the 0.5 to 3.0 Hz band is important for accurate yield estimates
and for event identification methods that rely on earthquake/explosion
spectral differences. Key issues remain unresolved because (1) there
are strong tradeoffs between source and attenuation variations in this
band; (2) there are large variations in published t* estimates for key
regions; (3) the (necessarily indirect) inference of amplitude variations
from inferred attenuation differences is not well supported by empirical
observation; and (4) synthetic seismograms incorporating proposed
regional differences fail to match important characteristics of observed
data.

The objective of this study is to determine a Q model consistent with
time and frequency domain observations of P waves from nuclear explo-
sions at the major test sites. The Q effect can then be accounted for
and source differences determined. The technique is to analyse the spectra
of very short time whidows chosen to isolate the initial P wave pulse.
Thus, we are estimating the attenuation that controls amplitudes used
to measure quantities like mb.

Data
The four 20-element UK arrays (Table 1) provide a uniform data

base spanning almost the entire history of underground testing. Because
of the array's small size and the instrument response (Fig. 1), the data
are uniquely suited to high frequency spectral analysis. A large data base
including recordings of Soviet, French (Sahara and Pacific) and US (in-
cluding Amchitk) explosionsq has been collected and carefuly vetted to
delete channels that are cipp,-d or otherwise faulty.

To estimate the P wave spectrum, each element of the array is pro-
cessed separately. Energy density spectra are computed for very short
(typically 2.2 to 2.7 oeconds) time windows, and the power spectrun
of a noise window just before the signal is subtracted. The final event
spectrum is then computed by averaging these (corrected) energy den-
sity spectra over the array. As ceen in the example in Fig. 2, these ar-
ray spectra are much simpler than single sensor spectra, suggesting that
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much of the complexity of the latter is associated with near receiver ef-
fects. In Fig. 3 the spectra are plotted for GBA recordings of thirteen
explosions in the southwest portion of the Shagan River test site. The
variations are of the kind expected from differing depths of burial, source
geology and prompt secondary source radiation due to tectonic release.
Since these seem to be largely uncorrelated, the spectra from events
in the same area are stacked to obtain for each station a smooth teleseismic
P wave spectrum I F (w) I for events in that area. At any frequency f
the source spectrum is proportional to f - and log I F(o) I - -n logf
- 1.36 * f. The objective is then to simultaneously estimate n and t*.
recognizing that both may depend on frequency.

Fig. 1. The instrument
amplitude response for the
UK arrays is compared to the
response for several other _-0.50-UK
short period systems. SRO

LRSM

WWSSN

1 5 SRO
w/Antl-Allas

Filter
-2.50 -

0.00 4.00 8.00
Frequency (Hz)
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Fig. 2. The computed spectrum is plotted for the GBA recordings of the 27
December 1981 Shagan River explosion (ISC mb = 6.2). Also shown is the
spectrum computed from the average noise power for the twelve channels
processed. Both have been multiplied by f2 for frequencies (f) greater than
1 Hz, which approximately corrects the signal spectrum for the source. At
the top is shown a typical channel and the signal and noise windows used
for the calculation.

Attenuation from East Kazakh to
UK Array Stations
The "stacked" spectrum for GBA recordings of southwest Shagan River
events is plotted in Fig. 4. Above 2.5 Hz the spectrum is remarkably
close to the straight line fit and the simplest interpretation is that the
average source is indeed proportional to f-2 and t* is independent of
frequency. If there is frequency dependence, it is neatly cancelled by
source spectrum effects averaged over many events. Below 2.5 Hz there
is a distinct change of slope which must be due to frequency-dependence
of Q.
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Fig. 4. The stacked spec-
trum derived from the event 2.50-
spectra in Fig. 3 is plotted
over the 1.0 - 8.0 and 2.5 -
8.0 Hz bands. A least
squares linear fit and the t0
derived from the slope of that u
line are shown. &.S0.50
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Details of the source spectrum have a strong influence on the spec-
trun below 2.5 Hz. This is seen in Fig. 5 where composite spectra are
plotted for all four UK arrays. Except for YKA where the data are sparse
because the clipping threshold is about mb 5.5, the East Kazakh events
are divided into three populations. The bisection of the Shagan River site
is along a line trending 45' west of north and is based on consistent
waveform differences that distinguish events on either side of the line.

The three populations of events are characterised by differences that
are consistent from station-to-station, and are best explained by attributing
them to systematic differences in the source corner frequency. That is,
it appears that the assumption of an f-2 source is reasonable above
1 Hz for the SW Shagan events, but that the comer frequency is almost
certainly greater than 1 Hz for the Degelen events, with the NE Shagan
events intermediate between the two. The SALMON spectrum is in-
cluded as an extreme example of a high corner frequency event (the yield
is about 5 kt). Certainly we expect the Degelen events to have higher
corner frequencies due to differences in yield. The differences between
the mean mb for the SW Shagan and Degelen populations is 0.64 at GBA,
0.54 at WRA, and 0.43 at EKA. In the simplest interpretation, assum-
ing yield proportional to mb and corner frequency to cube-root of yield,
this translates to a corner frequency shift of 40-60% (evidence of a yield
related corner frequency shift is also seen in the event spectra in Fig. 3).
But there must also be some source material property contribution to
the corner frequency shift. This is seen in several ways. First, for YKA
te Degelen population actually has a larger average mb than the Shagan
population, yet a perceptible difference still remains. More interesting,
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Fig. 5. The stacked spectra are shownx for E Kazakh explosions recorded at
the UK arrays. The total number of events spectra included are 36 at GBA,
38 at EKA, 16 at YKA and 28 at WRA. The events are divided into three
populations, except at YKA where unclipped data were available for only five
Shagan River events. At each station the stacked spectra were superimipos-
ed so that the leasnt squares linear fit in the 2.5 - 8.0 Hz band passes through
the same value at 5 Hz. Also shown is the spectrum for SAL[MON at YK-A and
a line with slope corresponding to t~ 0. 14.
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the difference between NE and SW Shagan River events is best explain-
ed by the latter having a lower corner frequency since the difference per-
sists even when the event populations have the same mean mb.

Above 2.5 Hz all the spectra for East Kazakh events are fit very
well by a frequency-independent t* of 0. 14 seconds. This is seen in Fig. 5
and is confirmed by computing the best (least squares) fitting lines to
these spectra. The small differences that do occur are well within the
range expected for minor deviations of the average source from the assum-
edf - 2 behaviour. Of course, the average source could have a steeper
falloff, and this would lead to a lower t* estimate. It is also interesting
to note that there appear to be no significant differences in the attenua-
tion (for f > 2.5 Hz) for these four travel paths.

Over the whole band the spectra are best modelled with an absorp-
tion band Q (Liu et al., 1976; Minster, 1978) that includes two bands,
one to fit the decreasing t* between 1 and 2.5 hz, and a second that
keeps the apparent t* nearly constant from 2.5 to 8.0 Hz. To minimize
contamination by source effects at the low frequency end, we fit only
the lowest comer frequency events, which are large mb explosions at
SW Shagan River. We also need some constraint at long periods. Most
long period t* estimates are near 1 second (e.g., Anderson and Given,
1982), but are based on global or broad regional averages, so smaller
values are likely for paths like these. Values like 0.5 or 0.6 seconds seem
reasonable, but this remains a subject for investigation.

In Fig. 6 a double absorption band model is fit to the best estimate
for the GBA spectrum. Three models are shown to illustrate the tradeoffs
among the controlling parameters. The best is Model 2, which has a long
period * of 0.6 seconds and a rM of 0.05 seconds. Models 1 and 3 in-
dicate the sensitivity to t* and rM' Other models fitting as well as model
2 must have t* < 0.6 and TM < 0.05 or to* > 0.6 and rM > 0.05. If
we impose the reasonable constraint that 0.5 < to* < 1.0, then an
estimate for the bounds is 0.04 < TM < 0.08. The second (lower t*)
absorption band is relatively well constrained to have an almost frequency-
independent Q that gives a t* of about 0.1 seconds, so the spectrum
has a nearly constant slope over the 2.5 to 8.0 Hz band.

Similar double absorption band models can be fit to WRA and EKA
spectra for large mb events in the SW Shagan River Area, and several
examples are shown in Fig. 7. The WRA spectrum is unusual in the way
it decreases below 2 Hz. This may be a pP effect that is especially strong
for this particular set of events (the three 5-event populations differ; there
are no events in common between GBA and EKA and only two in com-
mon for GBA-WRA and EKA-WRA). Assuming this to be the case, there
appears to be no significant difference in the attenuation along the paths
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to GBA and WRA. Comparison of stacked spectra for sets of common
events also indicates no difference. On the other hand, for EKA the ef-
fects of frequency-dependent Q appear to be less than for GBA and WRA
over the frequency band plotted, suggesting a larger TM. If to is fixed

., GBA

10.0 .. 5 SW Shagan explosions

0

4):C" 0.1-

(a)

2.0 4.0 8.0
0.6

.t; M Model

. 0.5 .05 1
-- 0.6 .05 2

0.4 0Z.-. 6 .04 3
C

0

~0.2 -*.. .... . ... .. . ... ...

. ................. .

(b)
2.o 4.0 6.0

Frequency (Hz)

Fig. 6. (a) The GBA stacked spectrum for large SW Shagan explosions is fit
with several double absorption band Q models. (b) The models are shown with
the key parameters listed. The t* is the t* in the flat part of the upper band
and rm is the short period half alplitude point. All three models have a se-
cond absorption band with t* essentially constant at 0.11 seconds over the
range plotted.
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Fig. 7. WRA and EKA stacked spectra for five large (m. > 6.0) SW Shagan
explosions are fit with double absorption band Q models. The models are
similar to those in Fig. 6 and the key parameters are listed. The second (lower
t*) absorption band is the same as in Fig. 6 except Model 5 for which this
band has a somewhat larger (0.14 sec) constant t* level.

at 0.6 sec, the best T,, is about 0.1 sec. The large event data are not
available for a similar analysis of the path to YKA, but comparing spectra
for Degelen events (Fig. 5), it can be seen that the attenuation on the
YKA path is at least as strong as on the GBA and WRA paths, and there
is some indication that the frequency dependence is greater at low fre-
quencies. This suggests -M slightly less or t* slightly more than for the
GBA and WRA paths, but the differences are small.

The interpretation of the two absorption bands is that one represents
mainly intrinsic attenuation, and the other is mainly due to scattering (thus
;t is not really an "absorption band"). Richards and Menke (1983) point
out that scattering due to many weak inhomogeneities has the effect of
a frequency-independent Q, just like the lower t* part of the model. Since
some scattering will always occur, there must be a minimum level for
the total t *, and perhaps the t * of 0.1 seconds for the lower band is near
that minimum. Where scattering is the predominant mechanism, we ex-
pect the coda to contain relatively more high frequency energy than the
initial pulse. Comparison of our short time window spectra with spectra
computed for windows including some of the P coda (Fig. 8) shows that
this is indeed the case. Thus, the lower t* must be due almost entirely
to scattering. The mechanism for the attenuation represented by the larger
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Fig. 8. Several comparisons are made between event spectra computed for
different time windows. In each case the window length is 5 seconds for the
less-smooth of the two. The short window length is 2.4 seconds for the mid-
die comparison and 2.2 seconds for the others.
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t* absorption band remains a subject for speculation, but the effect seems
to be intrinsic absorption. Our conclusion that 7-M is 0.05 to 0.1 seconds
for this band is consistent with earlier work to define the frequency
dependence of tP near 1 Hz. For example, Der et al., (1982) suggest
rM = 0.08 sec for shield-to-shield paths.

Excellent recordings of PcP are obtained at GBA for large East
Kazakh explosions, and these can be used to further define the Q model.
The results are shown in Fig. 9. Differences in the attenuation for P and
PcP are difficult to resolve, but if there is a difference, it is toward some-
what greater attenuation of PcP. This means slightly lower TM or greater
t,. A model between those in the figure (e.g., to = 0.7, rM = .05) pro-
vides a good fit.

In summary, our preferred t* is given by Model 2 (Fig. 6) for GBA
and WRA, slightly lower t* for EKA and slightly higher t* for YKA, while
the GBA PcP seems to be somewhat more attenuated than any of the
P waves. These five ray paths are spaced to sample the mantle quite
evenly, as seen in Fig. 10. Thus, the t* can be inverted for a Q model.
However, the preferred values cannot be fit by a smooth azimuthally sym-
metric model; differences between stations must be due to azimuthal
effects. But to see the kind of Q model implied by these t*, we can assume

-P

10.0 -A G8Asum

0 \ \

'D1.0-
'~ GBA R3

0.1 - 0.
=.05

t= 0.8
TM .05

2.0 4.0 6.0 8.0
Frequency (Hz)

Fig. 9. The stacked spectra for GBA recordings of PP for 5 large SW Shagan
River events is compared to the P spectrum (Fig. 6) for the same events and
is fit with two double absorption band Q models. At the right is shown a typical
single channel and beam sum PP recording.



T.c. Barhe 263

20 30 Or• 0 o 40

t- ",,
///\

/\
/\

/

/

Fig. 10. The ray paths for the UK array stations are plotted for a Jeffreys.
Bullen earth model. The plot is drawn to scale and the depth to the outer
core is 2890 km. The source-station azimuths (measured clockwise) are 60
for YKA, 1290 for WRA, 1820 for GBA and 3090 for EKA.

the Model 2 also represents the EKA and YKA paths. This would be
entirely appropriate if the differences are caused by the receiver half of
the patch, and the Q model would then represent Central Asia.

The Q model from the inversion is plotted in Fig. 11 for 1 and 5 Hz
and is compared to the Q at 1 Hz from the Anderson and Given (1982)
model which is based on worldwide average data over the entire band
from normal mode periods to I Hz. Our Q model at 1 Hz is essentially
the same as this model. The only significant difference is near the core-
mantle boundary, but this depends entirely on our PcP t* which is not
very well constrained. Also shown in the figure is the model resulting
from assuming t* = 0.14 sec for the four P waves and 0.19 sec for GBA
PcP. This t* is a good fit to the data above 2.5 Hz (Figs 5 and 9) if a
frequency-independent Q is assumed. This shows that large errors in
Q result if frequency dependence is present, but not incfded in the model.

Synthetic Seismograms
It is one thing to show that the spectra of East Kazakh explosions

are consistent with a Q model like that in Fig. 11. It is quite another
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Fig. 11. A Q model for central Asia derived from UK array observations of
E Kazakh explosions is plotted for I and 5 Hz. Also shown is a Q model deriv-
ed by assuming a frequency-independent t 0 and using the value that best fits
the spectral falloff forf> 2.5 Hz.

to fit this into a complete model for P-wave signals from explosions, for
this requires consideration of the phase spectrum of the Q and source,
as well as proper representation of the pP phase. Complting synthetic
seismograms with currently available models, we can see that some im-
portant issues remain unsolved.

In Fig. 12 typical single sensor GBA recordings of two large SW
Shagan River explosions are compared to several synthetic seismograms.
The synthetic seismograms were computed with a program based on
Douglas et al., (1972) and include reasonable models for the crystal struc-
ture at the source and receiver and the Carpenter (1966) geometric
spreading factor. The Mueller and Murphy (1971) source model was us-
ed and the yield was fixed at 150 kt. The first synthetic seismogram is
for a frequency independent t* of 0.2 seconds and the source depth (cor-
responding to a P-pP lag time of 0.44 sec) was chosen so the period
T, (twice the first trough to second peak time) would be about the same
as observed. At first glance, the waveform comparison may not seem
too bad, but there are some important discrepancies. In particular, the
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GBA R3 6.32 0.88 s 04-07-82

GBA R3 6.38 0.85 S 27-12-81

Attenuation P-pP Delay

Synthetic 7.19 0.84 s t* = 0.2 0.44ms

Synthetic 6.43 0.89 ar e l t 2 ute P

Snhtc6.45 1.00 s k,054

antheseeindctd

I-- sec--I

Fig. 12. Single sensor recordings of two typical SW Shagan River explosions
are compared to several synthetic seismograms. For the observations the m,
is for this element; the PDE rebate 6.11 (04-07-82) and 6.2. The T is twice
the first trough to second peak and is used to calculate the mob. The key
parameters for the synthetics are the attenuation model and P-pP delay time,
and these are indicated.

onset is too abrupt, the first peak is too large and the Tb period (twice
the first trough to first peak time) is about 0.2 seconds too small. Fur-
ther, looking back at Fig. 3, we see a robust spectral hole at frequencies
no larger than 2.0 Hz for the mb > 6.0 events, suggesting P-pP lag
times of 0.5 - 0.6 sec for these events. But the most significant discrepan-
cy is in the mb, for the amplitude of the synthetic seismogram is nearly
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an -irder of magnitude too large. This discrepancy, in itself, is a strong
indication that there must bc rapid hift to greater attenuation in the
1 - 2 Hz band which. controls the amplitude.

Our pieferred model for attenuation along the GBA East Kazakh patii
is Model 2 in Fig 6, and the other two synthetk'-s were comput .d with
it (the Doornbos, 1983, formulation was used for the computations'. The
first has Tb and TC periods very near those observed and an mb that is
also in reasanable agreement.

However, the P -- pP iag time is too short to be coasistent w:th the
major spectral hole, and the fial synthetic was computed with a P-PP
lag time consistent with the spectral evidence. These synthetics clearly
represent a step in the right direction, ad the major di3crep-incies are
what we should expect. The most obvious is the shape and relative
amplitude of the first peak, which is sensitive to the high frequency por-
tion of the Q model. But we have concluded that scattering is the domi-
nant attenuation mechanism at high frequencies, and expect an absorp-
tion band model derived from the amplitude spectrum to under predict
the dispersion and pulse-broadening associated with scattering (Richards
and Menke, 1983). Thus, a correct representation of the phase spec-
trum for a Q due to scattering will clearly change the appearance of the
first peak toward that seen in the observed seismograms.

The second major problem with the synthetics is that elastic theory
is used to compute pP, and there is ample evidence from previous work
(e.g., Bache, 1982) and from these data to conclude that this cannot be
correct. Synthetic and observed amplitude spectra are compared in
Fig. 13. The first trough in the observed spectra can reasonably be assurn-
ed to be due to P-pP interference, but there is no more than a hint
of higher frequency peaks. This is about what one siould expect for a
pP reflection coefficient that is smaller than the elaitic and strongly depen-
dent on frequency. The next generation of synthetic seismograms must
include such a coefficient aleng with the proper phase spectrum for a Q
due to scattering, and is expected to closely resemble the observations
in all important respects. These improvements may change the m b of
the synthetics by several tenths, so we must be cautious about inter-
preting the attenuation effect on mb until they are included.

SALMON and the Amchitka Events
The one available spectrum (YKA) for the SALMON event (- 5 kt

in a Mississippi salt dome; mb - 4.5) was plotted in Fig. 5 as an exam-
pie of an event for which the comer frequency must be over I Hz. This
means that we cannot infer much at t* below 3 -4 Hz without correcting
for the source, with all the uncertainty that entails. However, comparison
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Fig. 13. The amplitude spectnma of the z75y-thetic spismnogrant computed with
attenuation Model 2 and a P-pP delay of 9.64 aeconds is compared to the GBA
spectra for three typical SW Shagan events.

with YKA spectra from the smallest East Kazakh events is enlightening
(Fig. 14). At high frequencies (> 3 Hz) there is not much difference,
though it appears that the SALMON spe-run falls off slightly more rapid-
ly. The low frequency behavior is consistent with the expectation that
SALMON has a higher comer frequency.

The available spectra for the Amchitka events are plotted in Fig. 15.
Array spectra are only available for LONGSHOT. At EKA this suggests
strong frequency-dependence of attenuation, but the effect is not seen
in the single element spectra for the other events. The CANNIKIN spec-
trum decays faster, but for this huge event (- 5000 kt), we should be
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Fig. 14. The YKA SALMON spectrum is compared to the YKA stacked Degelen
spectrum from Fig. 5 and the spectrum for one of the smallest Degelen events.
At the bottom it is shown with a line corresponding to a frequency-independent
I* of 0.2 seconds.

so far beyond the comer frequency that the source decay may be more
rapid. At YKA and EKA the attenuation above 2 Hz seems little different
than for SALMON (or the East Kazakh events). The similarity to the
East Kazakh paths is also seen in comparing long and short window spec-
tra; the results for LONGSHOT at YKA and EKA look much like Fig. 8.
At WRA the spectral decay is greater and long and short window spec-
tra plot together over the whole band; thus, there seems to be more
intrinsic attenuation on this path.

Developing a more quantitative model for the Q for f < 2 Hz, the
band of importance for mb, will require correction for the source.
Analysis of the spectral nulls in Fig. 15 shows some of the difficulties
that must be faced in doing so. The first null is at frequencies correspon-
ding to a P-pP lag time of 0.55 sec for LONGSHOT and 0.85 sec for
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Fig. 15. The available spectra are plotted for the Anchitka events.

MILROW, values consistent with previous ,vork (e.g. King et al., 1974).
The first CANNIKIN null corresponds to 0.75 sec, much too early to
be PP. But there are actually several nulls at regular intervals and these
appear to be multiples of 0.9 Hz for LONGSHOT, 0.6 Hz for MILROW
and 0.6 Hz for CANNIKIN. These suggest lag times (1.1 sec and 1.6 sec)
that cannot be right for pP. Thus, it appears that a phase later than pP
(spall slapdown?) is an important contributor to the spectrum for these
events and interpretation is that much more difficult.

French Sahara Events
The well-determined spectra for French tests in the Sahara are plotted

in Fig. 16. The best data are from EKA and they show a consistent pat-
tern, assuming that SAPHIR (- 120 kt) is the largest comer frequency
event. The preferred model for East Kazakh-GBA fits these data rather
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Fig. 16. The spectra for French Sahara explosions are plotted and the EKA
SAPHIR spectrum is fit with Model 2 from Fig. 6.

well, so one can only argue that attenuation on the French Sahara-EKA
path is greater than from East Kazakh by assuming that the SAPHIR
spectrum is contaminated by some source effect (e.g., the comer fre-
quency may be greater than for the SW Shagan events). However, an
indication that the attenuation is different than on the East Kazakh-GBA
path is that short time window SAPHIR spectra have more high frequency
energy than long time window spectra. Thus, the attenuation has ap-
parently not reached the level where scattering predominates.

There is strong evidence that there is greater attenuation on the
French Sahara-YKA path, though it is troublesome to note the large dif-
ferences in the low frequency character of the spectra for the same event
at these two stations. Again, as for SALMON and the Amchitka events,
a quantitative estimate for the attenuation will require a confident cor-
rection for the source.

Conclusions
The key conclusion is that the effect of regional attenuation varia-

tions on magnitude is not represented very well by differences in the
frequency- independent t* that fit explosion P wave spectra in the 0.5
to 3.0 Hz band. Source spectrum variations can have a large biasing ef-
fect, and there must be frequency dependence in this band. These con-
tributions are potentially resolvable with the smooth spectral estimates
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we have computed from the UK array data, together with spectrum and
waveform modelling using absorption-band models for Q.

A detailed understanding of the attenuation along the paths from the
East Kazaldi test site to the UK arrays is emerging. Comparing spectra
from different events, we can see the effects of varying source comer
frequency due to yield and, apparently, varying source material proper-
ties. Thus, we can select events where the source effect is minimized,
and so isolate the effect of attenuation. We find that we are able to separate
intrinsic attenuation, which is strongly dependent on frequency, from at-
tenuation due to scattering, which is not. The two kinds of Q imply dif-
ferent dispersion, but both must be properly represented in synthetic
seismograms to clarify the relationship of attenuation to mb in this situa-
tion. It will also be necessary to include the pP phase, and we can see
that a reflection is required. But the tools to handle these Q and pP ef-
fects are available, and there is reason for optimism about the prospects
to explain in detail the P wave signals from East Kazakh explosions.

We have the data to apply the same techniques to explosions from
other areas. Here we have shown only the spectra for a few sites for
which the data are sparse and interpretation Jifficult. The major point
is again that it is necessary to accurately account for the source to unders-
tand the effect of attenuation. For SALMON and two of the three
teleseisnic paths from Amchitka there is no obvious evidence for signifi-
cant attenuation differences with respect to East Kazakh; for one path
(Amchitka to WRA) the attenuation is dearly greater. For French Sahara
events a similar mixed picture emerges, with some indications of greater
attenuation, but other evidence that it is not much different than for East
Kazakh.

The next step is to study spectra for NTS events, which are
numerous enough that we can hope to separate source and attenuation
effects. Certainly the NTS spectra appear to be quite different on initial
review. Perhaps the insight gained in interpreting them will also help fit
the Amchitka and French Sahara spectra into a coherent picture of regional
attenuation variations and their effect on body wave magnitude.
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Investigation of Q and Backscattering in Codas

Anton M. Dainty

Summary
The coda of two earthquakes in the Mam" Lakes, Californa, reion

have been analyzed lo determine Q and the backscattering turbidity for the
purpose of determining the effect of scattering on attenuation.

The backscattenng turbidity and the Q are not consistent uth each
other at low frequencies if single scattering is assumed to be occurring. The
backscattering turbidity implies that the Q should be lower than it is. This
potentially casts doubt on the use of parameters derivedfrom Ae coda. Fur-
ther research should be undertaken to determine whether this situation oc-
curs in other regions, and what the cause is.

Introduction
There are (at least) two causes for the observed phenomenon of

the attenuation of body wave pulses in the earth, usually parameterized
as Q: imperfect elasticity leading to the conversion of seismic energy
to heat, and scattering of energy out of the pulse by heterogeneity. In
this paper the codas of two earthquakes that occurred near Mammoth
Lakes, California, on May 26, 1980, at 19:01 and May 29, 1980, at 7:52
(Archuleta et al., 1982; Fig. 1) are analyzed to obtain estimates of Q,
describing total attenuation, and the backscatterng turbidity, or backscat-
tering cross-section per unit volume, partially describing scattering. From
the backscattering turbidity, an estimate may be made of the intensity
of scattering to try and determine the relative contribution of scattering
and imperfect elasticity to Q.

Theory and Analysis Methods
The coda of local earthquakes consists of a train of waves arriving

after the body wave and surface wave phases have passed. Aid 1980)
has presented a theory of the coda as singly backscattered S waves. Ac-
cording to this theory, the power spectrum of the coda between t and
t+At after origin time is

P,(w,t) = At- 2 eXp [-Wt/Q] (1)
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Fig. 1. Recording stations (triangles) and epicenters (circles) at Mammoth
Lakes, California. Closed triangle - stations used in this study. 1 - event at
148:19:01. 2 - event at 151:07:52.

where

A(o) = P3(U) exp [Wt/Q] - 8r • V • g(T-,W) - t* (2)

P() is the square of the magnitude of the Fourier Lransform of the S
wave pulse, t, is the S wave travel time, V is the S-wave velocity, and
g(,w) is the backscatte.-n turbidity. For the two earthquakes considered
in this study, the parameters A() and Q(w) are determined by fitting
Eqn. (1) to values of PJ(w,t) calculated in a moving window 0.64 sec long
and averaged over an octave. This is done for three vertical seismograms
from each earthquake. P (co) is determined as the average of the squared
magnitude of the Fourier transform in the two nearest windows to the
S wave arrival time. The backscattering turbidity g(ir,w) may then be
calculated from (2) since t, is known, assuming V = 3.2 km/sec.

To further analyze Q('), Dainty (1981) shows that for attenuation
due to both imperfect elasticity and single scattering,
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-11Q = IQ i + gt (W) VtW (3)

Q, is the intrinsic Q, representing the effect of imperfect elasticity, and
g(w) is the total turbidity, or total cross-section per unit volume. Since
the total turbidity includes the combined effect of backscattering, sidescat-
tering, and forward scattering, g,(w) must always be greater than g(r,w).
Typically, Q, is relatively constant with h-equency (Knopoff, 1964); Dain-
ty (1981) suggests that gt(w) is relatively constant with frequency above
1 Hz (the geometrical scattering approximation). From (3)

gf(w) = t[J/V] • [1/Q - 1/Q] (4)

For purposes of comparison with g(r,w), the apparent total turbidity has
been calculated from

ga - [w/V] • [l/Q] (5)

Then

g'(W) a: gt(W) -- g(rW) (6)

The relationship between g(w,w) and g1(w) depends on the nature
of the scattering medium. For isotropic scattering,

gt (w) = 4 ir g(-r,w) (7)

For high frequency scattering from an acoustic random medium with
velocity fluctuations (Dainty, 1984):

gt(w) = 56rg(ir,w) (8)

Note that both (7) and (8), as well as the results of Wu and Aki (1984)
for a random elastic medium, indicate that g(r,w) and gt(A) should have
the same frequency dependence at high frequencies, i.e., approximately
independent of frequency.

Results and Discussion
Figure 2 shows the average values of g(w) determined from (5) and

g0r,w) determined from (1) and (2). Note that g(r,w) is approximately
constant at high frequencies and has values roughly consistent with (8),
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Fig. 2. Turbidity as a function of frequency, average results. Triangles -
backwcattering turbidity. Circles - apparent total turbidity. Error bar indicates
a factor of two error, probably typical.

suggesting that high frequency scattering is occurring. At frequencies
below 20 Hz, however, g(r,w) increases by over two orders of magnitude
as frequency decreases, until at 3 Hz g(r,w) is actually larger than ga(,w),
which by (6) is theoretically impossible (Andrews, 1982). This discrepancy
requires an explanation.

Several possibilities have been considered. The measurement of
P,(w) and hence g(r,i) may be incorrect if the window length is either
too short or too long, as suggested by Aki (1980). However, the results
presented here show the opposite effect to that seen by Ai, i.e., g(w,w)
is high at low frequencies rather than high frequencies, as was the case
in Aid's investigation. Further, it seems difficult to explain a frequency
dependent effect that spans over two orders of magnitude by this
mechanism. Another possibility is the Q in (3) is in fact mainly due to
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(4, and not to scattering. In fact, Q(w) for one of ihe events is quite con-
stant with frequency between 5 and 30 Hz, as might be expected if this
were true. In the context of single scattering theory, however, note that
(4) and (5) indicate that &(w) should be much larger than g(w) if this were
the case, and certainly larger than gr,w), in contradiction to the results
presented here. Another possible explanation within the context of single
scattering theory is that fluctuations of different material properties are
primarily responsible for backscattering and total scattering, as suggested
by Wu and Aid (1984). However, (6) must still hold, and it seemingly
does not.

The result of attempting explanations which retain the concept of
single scattering in the coda, such as those above, seems to be that single
scattering cannot in fact be retained. It appears that for the two earth-
quakes examined here, we must conclude that multiple scattering is oc-
curring in the coda. Under these conditions, Q will tend to Q, and not
to the result given in (3) (Dainty and Toksoz.. 1981); this may be impor-
tant in investigations which rely on coda measurements of Q. In fact,
the cunstancy of Q between 5 and 30 Hz mentioned above for one of
the earthquakes suggests that Q2 is being measured. Obviously, the
results presented here must be checked for other regions and other
earthquakes.
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Anelastic Behavior of Tuff

M. D. Denny

Summary
We have used Achenbach and Chao's (1962) 3-parameter model to

study Larson's free-field particle motion data taken in small scale ex-
periments on Mt. Helen tuff. This model behaves very much like a Stan-
dard Linear Solid (Pound et al., 1982) but is much easier to handle. It
did an excellent job of describing the propagation over the available range
of data, which were measured well outside of the non-linear region where
compaction takes place. Since the strains were on the order of 10 -a, we
cannot assert that our data was strictly linear. Nevertheless, we believe that
these results demonstrate the feasibility of inverfing free-field data to ob-
tain a material's creep function, and ultimately its apparent source fi;nc-
tion. Preliminary results indicate that the 'effective source radius' is ap-
proxinately three times Me size of the chemical explosive which would make
it only slightly larger than a nuclear cavity.

Since this model contain a characteristic frequency which is not
scalable, we find that for the same scaled distance the particle motions suf-
fer increased attenuation with increased yield.

Anelastic Behavior in Free Field Data
L~u, Anderson, and Kanamori, 1976, demonstrated that a series of

closely spaced relaxation mechanisms can explain a nearly constant Q
behavior over a wide band of frequencies. The resulting linear anelastic
theory is consistent with observations of constant Q over the seismic
band. We believe that viscoelastic mechanisms, (with very different relax-
ation times) can explain the observed behavior of free-field particle velocity
from both nuclear and small scale chemical explosions, (CE).

Blake, 1974, derived the asymptotic solution for a standard linear
solid and found that at large distances, r, from a source whose time history
was a step function, the peak velocities and peak displacements decay

*Work performed under the auspices of the U.S. Department of Energy by the Lawrence
Livermore National Laboratory under contract Number W-7405-ENG-48.
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as r-2 and r-1.-, respectively, while at a given distance the peak velocity
was proportional to energy (or yield). In a second paper (Blake and Dienes
1976), the authors tried to apply this asymptotic solution to data taken
by DNA in dry tuff during a chemical explosion experiment dubbed
Minedust. They were not successful in matching the data, thereby con-
tributing to thc 3kepticism about the utility of free-field experiments.

We believe, however, that Blake and Dienes failed because they at-
tempted to apply the asymptotic solution of an anelastic phenomenon to
data which were taken in the pore compaction region. The basis for our
position is given in Fig. 1 where we have compared the peak velocity
data for Minedust with data from Larson's small scale CE experiments
in Mt. Helen tuff and with data from five nuclear explosions in Rainier
Mesa tuff, Perret 1975. The Minedust data have the same slope, r-2.5 ,
as does the Mt. Helen tuff in its pore compaction region. Assuming that
Blake and Dienes were applying this theory in an inappropriate region,
it is understandable that their results were not good.

In Fig. 1 we also show the results of extrapolating Achenbach's and
Chao's, 1962, three-parameter anelastic model to large scaled ranges.
We note that in the region of the data used to obtain our rough estimates
of the three parameters the slope is r -1.3 but that the extrapolated

Free-field data. Dry Tuff
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- I 1
101 102 103
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Fig. 1.
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curve asymptotically approaches a decay of r - 2.0 at large distances.*
Figure 2 also highlights the shortcomings of almost all of the experimen-
tal programs. Any one experiment typically does not cover a large enough
range to show a definitive behavior. The measurements from RAINIER,
for example, show the transition from pore compaction to anclastic
behavior but were not taken at great enough distances to show the r - 2
behavior. On the other hand, all of the measurements made on event
EVANS appears to be in the r- 2 anelastic region.** In addition. the
early nuclear and chemical experiments are characterized by very large
scatter in the measurements.

The sandstone, granite, and dolomite data, Fig. 2, all appear to show
similar behavior. In each of these figures, the small scale CE data postfixed
"LDN" in the legend seem to be asymptotically approaching a slope of
r-2.0. The nuclear data in granite and dolomite, in comparison to the
small scale CE experiments, have so much scatter in them that no such
trend can be observed. However they fall below the r-2.0 line of the
small scale CE experiments. This is primarily due to the difference in
the equation of state between the nuclear explosive and the chemical
one. But it could also be due, in some part, to the anelastic behavior
of the material.

The following formulation for the Laplace transform of the particle
velocity, v (r), at any distance, r, due to a step in pressure, P, at a
distance R., was taken from Tsay, 1972:

1 + $ RPoexp -sr-R' 1 ) ]
L[v(-r)]-(1 r p 4g(s) 4A(s)s s )

4_2s) + s +r 0 o p Ro, p F(s)

and rewritten in reduced time, r, where 7 = t - (r-Ro)c.o, and c,,,
is the instantaneous or "unrelaxed" velocity of propagation. c (s) and
A (s) are the complex phase velocity and shear modulus, respectively,
and p is the density. In the elastic case a (s) = a, a constant, c (s) =
c,, and the exponential disappears.

*Since the meeting at Santa Fe, we have modeled the same data with an absorption
band model. With this model the asymptotic limit on the slope is reached by 2000 m/ktA
and is -2.5, not - 2.0, implying that the apparent applied stress should be represented
as decaying exponentially instead by a step function. The extrapolated curve for
Larson's data with the modei is just offset from that of RAINIER and EVANS.

**Or r - 2 "
5.
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The fNowing discussion is simplifed if we identify the three elements
of Eqn. 1 by name. Thus Eqn. 1 consists of a geometrical spreading term:

1-( + (.a)

an apparent boundary condition term:

RoPo

(4P(S)Rs + 4A(s)s + s2) (1 b)

and an attenuation term:

exp -s(r-R) ) (1c)

The phase velocity, c (s), in a viscoelastic model is assumed to have a
modulus c (w,), which varies smoothly from some value, co, at w = 0 to
another value, c, , at w = co and where c0 is less than c, Thus the
transient outward propagating velocity pulse defined by Eqn. 1 has an
onset time which is determined by c.,. Close to the source, the attenua-
tion term 1.c has little effect on the high frequency components so that
the arrival time is clearly determined by c.. However, at large distances
the attenuation term suppresses the high frequency components and the
pulse becomes emergent.

In elastic theory R, is known as the elastic radius. This, obviously,
is inappropriate in anelastic theory and a better name might be the "ef-
fective source radius". For a given P, and yield, W, R o, scales as the
cube root of the explosive energy or yield, W, or Ro = kW% so that
Eqn. 1 becomes

)1 W 3(ss) +s)kFexpjs4 2)k)() 1
W ( 4 +(s) + + S2

OW13 kW"~pE(s)

If # (s) and c (s) are weakly dependent on frequency. Then we see that
at the same scaled range, rlW'1', the frequencies in the boundary con-
dition term and the geometrical spreading term will approximately scale
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but that the exponential attentuation term will not scale. In fact, as the
yield increases, v (r) loses high frequencies more rapidly with increasing
yields for the same scaled distance. This, of course, is not tht: case for
elasticity. The degree to which this systematic bias is significant depends
on both the magnitude of the departure of c(s) from c., and the frequency
at which it occurs. Thus Eqn. 2 could explain both the change in the slopes
from something less than r -2 at small scaled ranges to r- 2 and the bias
between the small scale CE and nuclear explosions seen in Figs. 1 and 2.*

The possibility exists, of course, that we are comparing attenuation
due to different mechanisms, since we do not know the similarities or
differences between Mt. Helen tuff and Rainier Mesa tuff, or between
Blair dolomite and Climax stock dolomite, or between Westerly granite
and Climax stock granite. On the other hand, the fact that a simple model
can explain two prominent features of the free-field data is promising
enough to justify additional work to remove these uncertainties.

Our estimates of the three parameters in the Achenbach and Chao
(1962) model for Mt. Helen tuff were obtained by trial and error and there
is room for improvement in the application of this model and even for
the use of a different model. Our chief motive in choosing the Achen-
bach and Chao three-parameter model was its simplicity in form which
in turn made the solution of Eqn. 1. easy to handle.

The Achenbach and Chao model is

(s) =0 c s+- - where 0 !: a _s 1 (3)

s+ab;

so that

Lira s/ 1 _1 _ ab(1-a)
-i S--- (- , a constant. (4)

Hence as s- oo the spectral amplitude ratio of the particle velocities at
two different ranges becomes a constant. In order to find the spectral
ratios we used the four signals shown in Fig. 5 labeled "Original Data".
We then found the transfer function between the largest signal and each
of the smaller ones using a signal identification algorithm which we ob-
tained from Dennis Goodman, of LLNL's Engineering Research Depart-
ment. From these transfer functions we estimated the ratio ab (1-a)/c0 .
to be 25 from the three values of the transfer function at the

*Or r - .
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Nyquist frequency. We assumed c. could be estimated from the relative
onset times, which gave a value of 2660 m/s. To complete the parameter
estimation process we simply caculated v (r) for each of the three smaller
signals using the largest as the input and for a range of values of a. A
good match was obtained as shown in Fig. 3 for a = .95. In this figure,
we see that the anelastic model, a = .95, more closely estimates the
correct peak amplitudes and the times to the peak amplitudes than does
the elastic model, a = 1.0. In the elastic case all the peaks occur at the
same reduced time.

In order to find these transfer functions, we first fit each of the four
signals with a high order rational polynomial to approximate Eqn. 1. It
turied out that most of the energy was concentrated in three of four
terms and that the term which contributed the most energy consisted

ab(i -a)/c. 0.0 abN1 - a)/c. =25.0

a= a =.95

i6

.0385m

4 -
.0578m

9 .0944m

0-

r = .137

Elastic OrgniAneaste

0 2 0 2 0 2

F 103.

Fig. 3.
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of a complex pair whose frequency, 0.444 x 106 Hz, was very nearly in-
dependent of distance but whose damping was dependent on distance.
We therefore speculate that this frequency is the frequency of the boun-
dary condition term and that the damping value is obscured by the at-
tenuation term. With this assumption, (to validate this we shall have to
implement a rigorous inversion procedure), we calculated the instan-
taneous source radius R using Poisson's ratio as determined from the
work of Heard et al,. (1973) and from the observation that the boundary
condition term for a - .95 is nearly identical to the elastic case. From
this procedure we found R, = 7.55 mm from an explosive 2.5 mm in
radius with a yield of 1.59 x 10- 10 kt. For a one kiloton explosion, the
fundamental frequency would be 38 Hz and Ro would be 14 m.

The Need for a Linearity Experiment
A major criticism of all past free-field measurement programs has

been that all the measurements have been made at relatively large strains,
that is 10- 4 or greater. Mamy investigators believe that this is a non-
linear region. Gordon and Davis (1968), Johnston (1978), and Winlder
and Nur (1970) suggest that the upper limit on strain for linearity is be-
tween 10- 5 and 10- 6. However, Larson (1981) demonstrated that
superposition, the ultimate test for linearity, holds in pressed salt at a
strain of 7 x 10- 4 under no confiing pressure.

This question of linearity is fundamental to any modeling effort,
therefore, we propose to conduct a linearity experiment. In our experi-
ment we will construct models and instrument them at distances cor-
responding to strains of 10-3, 10-4, 10-5, and 10- 6. Within each range
we propose to uniformly space 4 or 5 gauges so that we can evaluate
the "creep function" at each of these levels. Since the creep function,
1(t), is dependent only on time, we can assert that linearity holds at
whatever range (strain level) the creep function becomes independent
of range.

To summarize, the theory of linear anelasticity is highly developed
(see for example Chin and Thigpen (1978), Minster (1978), and Ander-
son (1982)) and we believe that its use in interpreting the data from model
experiments will allow us to accurately describe the behavior of the
material under test. This in turn will enable us to provide accurate source
models for explosions.
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Short-Period Amplitude Patterns
from Pahute Mesa, Tectonic or Propagation

Donald V. HeImberger, Thorne Lay,
Patricia Scott, and Terry Wallace

Summary
Pahute Mesa undergrmnd nuclear tests produce teleseismic short-period

P waves with a systematic azimuthal amplitude variation. It is possible
to account for this azimuthal variation by interference between the explo-
sion and tectonic release P waves, where the parameters of the tectonic release
are constrained to be those indicated by long-period studies. Nearly ver-
tical, high stress drop, strike slipfaulting is required by long-period P waves
from Pahute Mesa events. This predicts a factor of2.0-3. 0 amplitude varia-
tion with a sin(2) azimuthal distribution for short-period teleseismic P
waves, if the tectonic release is driven by the explosion. While it is shown
that tectonic release could affect teleseismic short-peiod signals sigificantly,
and may contribute to the Pahute Mesa amplitude pattern, other possible
explanations are considered.

Introduction and Discussion
The first cycle (ab amplitude) of teleseismic short-period P waves

from underground nuclear explosions at Pahute Mesa (NTS) show a
systematic azimuthal amplitude pattern that can possibly be explained
by tectonic release or perhaps lower crustal structure. The amplitudes
vary by a factor of three, with diminished amplitudes being recorded at
azimuths aroun N25°E. This azimuthal pattern has a strong sin(2 p) com-
ponent and is observed, to varying degree, for 25 Pahute Mesa events,
but not for events at other sites within the NTS, see Fig. 1. The bc
measure of amplitude yields similar ratios to those given in Fig. 1. A com-
parison of the observed waveforms for FAULTLESS vs. GREELEY from
30" to 100' is displayed in Fig. 2, where the waveforms are quite similar
for the two events at most stations.

Evidence for teleseismic radiation of high frequency energy from tec-
tonic release was presented by Wallace et al. (1983). They demonstrated
that long-period P waves (with dominant periods of 2 to 3 sec) at upper
mantle distances from Pahute Mesa explosions have clear sP arrivals.
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Fig. 2. Comparison of waveforms between FAULTLESS (upper trace) andGREELEY (lower trace). The number indicate relaive amplitudes. Note the
similarity between the two events at each station but with different
amplitudes3

Events which are within 4 km of a previous explosion usually have a
substantially reduced sP arrival. Analysis of SII waves and regional P

signals indicates that the tectonic release orientation is predominantly
strike slip, through up to a 10%7 dip slip contribution cannot be ruled out,
see Wallace et a!. (1984). For example, the best fittg strike direction
for the GREELEY event is N250 E. This orientation predicts that the
direct P wave from the tectonic release is opposite in polarity to the P
arrival from then explosion which appears to be quite compatible with
Fig. 1. Because of this association, we choose to fit a sin(2 o) curve to
the amplitude patterns of 25 Pahute Mesa events. For each event, the
mean ab amplitude, A , of the WWSSN stations was determined, and
the amplitudes divided by ,., . A curve was fit to the zero-mean ratios
with the form:

AiA -1 =a sin 2 ( - 0)
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The two parameters a and po were inverted for by least squares
and tested for significance by applying the f-test, see Lay et al. (1984).
For the Pahute Mesa events only 5 events of the 25 events fail the f-
test at the 99% confidence level. Those events with large SH and Love
waves yield higher confidence levels as displayed in Fig. 3. However,
all four non-Pahute mesa events fail the f-test at the 95% confidence level
while only two Pahute events fail at similar values.

Given the lack of obvious waveform variations for events such as
GREELEY versus FAULTLESS, see Fig. 2, it becomes important to
consider whether the amplitude effects predicted by Fig. 3 are accom-
panied by waveform variations. Figure 4 presents the synthetic waveforms
for the explosion alone, and the vertical strke slip dislocation models.
The first column indicates the explosion signal and the tectonic release
signals in the loop directions for the point source and finite source. Note
that the ab amplitudes are comparable. The next two columns show the
explosion plus double couple waveforms in the positive and negative loop
directions. The finite source synthetics because the downward directivity
produces destructive interference for the sP arrival. Thus, the finite
source produces less waveform variation with azimuth. Even for the point
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Fig. 4. Short-period synthetic waeom for the GREELEY synthetics. The
top row shows the explosion synthetic alone. The middle row shows the ver-

tical strike slip point source synthetic, and the sum of the bomb plus point
source in the positive loop and negative loop directions of the doutble couple
radiation pattern. The bottom row is similar to the middle row, only it shows
the downward rupturing finite source synthetic results.

source model, though, the azimuthal variation is quite subtle, and the
first order effect is the amplitude variation. Referring to Fig. 2, it is unlikely
that such variations could be resolved given the additional path, receiver,
and near source contributions to the coda. Note that the finite source
produces nearly uniform suppression of the explosion waveform, thus
the bc amplitudes show the same pattern as the ab amplitude, which is
what is actually observed.

Another possible explanation of the azimuthal pattern suggested in
Fig. 1, can be given in terms of structure. In particular, Scott alid
Helinberger (1984), show that the .25 to .4 sec time anomalies associated
with Pahute events, as discussed by Minster et at., (1981) can be used
to constrain a up-warped crust-mantle boundary that can produce this
type of pattern.

Synthetics for various types of interface distortions are given in
Fig. 5 where the source is centered above the structure. These responses
are the result of a numerical evaluation of the Kirchhoff-Helrnholtz in-
tegral. The method calculates the response of a wave transmitted through
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a warped boundary and is similar to the formalism discussed by Scott
and Helmberger (1983). The effects of off-center positioning of the source
is displayed in Fig. 6 where we see a change in overall complexity of
the synthetics as a function of azimuth. The waveforms from the group
at ( = 0° are simple and impulsive with relatively high amplitudes. Only
the stations at nearly vertical incidence have multiple arrivals. As we rotate
counter-clockwise around the structure, we see a greater percentage
of the synthetics in each group which have multiple arrivals, and, as a
consequence, low amplitudes. Synthetics at 0 = 135' and 180' all have
multiple arrivals. The reason for this trend is the same as in the preious
modeling study. When the sources move in the direction of a line along
o = 00, a greater proportion of the elements which constitute the planar
part of the grid contribute to the potentials calculated in the direction
of this line. Hence, synthetics of this line become more impulsive as the
source migrated from position A to position D. By contrast, the synthetics
at e = 135' and 180* remain complex. The elements which contribute
to these potentials are largely from the perturbed part of the boundary.

In Fig. 7 we include the (pP) interference, WWSSN short period
response, and two choices of t*. Note that considerable azimuthal
amplitude patterns develop for source positions at the edge of the up-
warped structure.

We have succeeded in producing the order of magnitude of variation
of first amplitudes as displayed in Fig. 1; however, this variation is created
at the cost of considerable distortion of the waveform. This feature of
low-amplitude waveforms with complex or broadened pulses and high
amplitude waveforms with simple narrow pulses has not been particularly
noted.

Conclusions and Recommendations
The numerical experiments on effects of warped boundaries show

a clear correlation between travel time residuals and amplitudes. This
correlation may be diagnostic of structure since we would not expect
tectonic release to produce travel time anomalies. The question, then,
is such a correlation observed? Unfortunately, the data sets of amplitude
and travel time measurements do not have a one-to-one correspondence.
Lay et al., (1984) meatures the ab amplitudes of short period WWSSN
instruments while Minster and Spence use culled travel time measure-
ments from the ISC catalogs. We clearly need a study which compares
the travel time and amplitude from the same seismogram. Such a study.
though, requires good accuracy in travel time measurements. In addi-
tion, such studies should involve both events within the mesa and events
outside the mesa.
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Fig. 7. Synthetic short period responses are displayed for source positions
A and D appropriate for teleseismic distances. The columns on the left display
the behavior before and after the addition of pP. The columns on the right
contain the instrument response and Q-operators.
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On the other hand, if the teleseismic short period amplitude is con-
trolled by tectonic release we would expect to see amplitude effects in
the near-field before any propagational distortions occur. Thus, complete
model compatibility at all ranges is recommended if we are to make signifi-
cant progress in our understanding of seismic signals generated by
explosions.
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Propagation of Teleseismic SV Waves

Charles A. Langston

Summary
Theoretical developments in the analysis of teleseismic body waves from

earthquakes and explosions are reviewed. The theoretical treatment of
teleseismic SV wave forms is a logical and useful extension of the current
program of source parameterization and analysis of large scale crust and
mantle structure.

Discriminating explosions from earthquakes and estimating explo-
sion yield are basically problems in source inversion. Given a data set
consisting of analog or digital seismograms recorded at scattered loca-
tions throughout the world, one is required to determine a set of
parameters which describe the type of source and its size in space and
time. A major part of the author's program supported by AFOSR/DARPA
has been concerned with developing the theoretical tools needed to
parameterize a seismic source, the computation of the necessary wave
propagation from source to receiver, and implementing inversion pro-
cedures to extract source parameters from the wave form data.

An implied assumption in this work is that it is possible to usefully
extract source parameters from the amplitude data. Experience has shown
that this assumption is valid only when the distorting effects of earth struc-
ture are known. Historically, this has meant that progress has usually
been made only in the longer-period bands where body or surface wave
wavelengths are sufficiently long (typically - 50 km) to average over major
crustal heterogeneities or where the wave propagation effects are relative-
ly simple (as for body waves turning in the lower mantle).

The study of teleseismic P and S1 waves has proved useful in source
inversion since wave propagation effects are usually limited to reverbera-
tions and reflections occurring near the source, if it is shallow. Propaga-
tion through the lower mantle is relatively simple consisting of a geometric
turning ray with anelasticity included in a linear attenuation operator.
Receiver effects are usually not important for long-period vertical P waves
and tangential S waves, although severe receiver-induced distortions can
occur. Langston and Helmberger (1975), among others, suggest a method
of modeling shallow earthquakes as shear dislocation sources imbedded
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in layered elastic structure. Parameterizing the source in terms of disloca-
tion orientation, depth, and far-field time function, synthetic seismograms
may be computed and compared to the body wave data using trial-and-
error or a formal generalized inverse.

A number of earthquake studies have been performed using these
techniques. For example, Fig. 1 displays the results of a study of the
1967 Koyna, India, earthquake (Langston, 1976) using a generalized in-
version procedure. If source parameters are reasonably well known then
the problem can be turned around to one of estimating near-source crustal
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Fig. 1. Comparison of observed and calculated P waves (a) and SH waves (b)
for the 10 Dec. 1967 Koyna earthquake. At each station the observed is on
top with the synthetic below. To the left of the station letters are the observed
and calculated with the instrument response included and to the right the
instrument response is not included.
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structure. An example of this is shown in Fig. 2. Here, P wave forms
from the relatively deep 1965 Puget Sound earthquake (Langston and
Blum, 1977) were simultaneously modeled for structure and source

parameters. Arrivals between P and pP were interpreted to be reflec-
tions from interfaces above the source. The source crustal structure in-
ferred from this exercise is shown in Fig. 3. Although the absolute value
of velocity is largely unconstrained in this model, the general feature of
the low velocity zone has been confirmed by other studies in the region.

The source information contained in long-period body waves is con-
siderable. Langston (1979, 1981, 1982) showed that simple relative
amplitude measurements coupled with a systematic trial-and-error
("grid") model testing procedure can put significant constraints on fault
mechanisms. Occasionally, for some source orientations, it is possible
to obtain a well constrained focal mechanism from data recorded at a single
station. Figure 4 shows example results for the 1980 Sharpsburg, Ken-
tucky earthquake and Fig. 5 displays the short-period vertical P wave
used in the relative amplitude measurement. The ability to extract source

'E*(A} DIIGOIIon P(P)

* Nodal P J

Fig. 2. Comparison of observed (top) and synthetic (below) P waves for the
29 April 1965 Puget Sound earthquake.
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Fig. 3. PS-9 earth model for Puget V, Vs (kmlsec) p (gm/cm 3)
Sound.
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NORSAR sum 0 QV,
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s=300X = 180p
Crust A
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s = 30o

X = 180 °
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Fig. 5. Observed (top) P waveform at NORSAR for the Sharpsburg earthquake
with synthetic waveforms (below). 6, s, and X are fault dip, strike and rake,
respectively. The zero-to-peak maximum amplitudes of the NORSAR sum
is given in quantized units (QU). For single sensors at NORSAR, 1 QU
0.0427 nm at 1-sec period.

parameters from small data sets is important in the problem of
discriminating small earthquakes from explosions. These results suggest
that it is advantageous to learn as much as possible about wave propaga-
tion ediects in other phases of the seismogram so that these too may
be incorporated into source studies.

Parameterizing the source as a second rank moment tensor is in-
creasingly becoming popular because of linearity of the inversion pro-
blem and because the response to a number of seismic sources can be
constructed quite easily, given the basic Green's functions for the earth
response. Langston (1981) and Langston et al., (1982) describe a method
of inverting wave form data using a moment tensor source description.
Earthquake models have been developed by Langston (1981), Barker
and Langston (1981), Pavlin and Langston (1983), and Barker and
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Langston (1983). The effect of improper source and structure assump-
tions on moment tensor inversions has been studied by Langston (1981),
Barker and Langston (1982), Langston and Arnold (1982), and Johnston
and Langston (1984). Figure 6 shows some results from Barker and
Langston (1983) of a moment tensor inversion of the fourth major Mam-
moth Lakes, California, earthquake. The use of a moment tensor source
description in explosion studies is natural since the isotropic and deviatoric
components of the source can be separated and examined separately.

In virtually all of the previously mentioned studies, teleseismic wave-
form data have been restricted to P and SH waves. SV waves have been
ignored because of the complicating effects of Sp conversions at the
receiver and the "leaky-mode" phase SPL. Indeed, SV waves have large-
ly been ignored in most standard seismological studies as well (e.g., travel
time studies) because of these problems. The variability of the SV
waveform with range, receiver, and source type suggests that there is
considerable source and structure information contained within it.

In order to incorporate the SV wave form into the previously men-
tioned inversion procedures and to use it in crust and mantle structure
studies, we have undertaken a program to develop theory for the
computation of teleseismic SV wave forms from a general point source.

Inversion Results 5127180 (1450 UTC)

P WAVES SH WAV[S

ILA

- V /

-, V

Fig. 6. Observed (top) and synthetic (below) waveforms for a Mammoth Lakes,
California, earthquake found using the moment tensor inversion method. The
moment tensor nodal surfaces for the model are shown for P and SH waves
as lower hemisphere projections of the focal sphere.
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Figure 7 outlines the approach described in Baag and Langston (1984a)
for computing teleseismic SVwaves. In the method, a large part of man-
tle model is represented by a continuous velocity structure. The SV wave
in this region is treated as a turning wave using the WKBJ approxima-
tion. Crustal and uppermost mantle structure near the source and near
the receiver is treated using the Thomson-Haskell propagator matrix
method. For example, a shallow point source is introduced in the layered
structure as jump conditions in displacement and stress at the source
depth (Harkrider, 1964). The potential coefficient for the down-going SV
wave is evaluated at the inhomogeneous halfspace boundary and
transformed into WKBJ form. The potential is propagated to the receiver
structure using the WKBJ approximation for a turning ray. This up-coming
wave impinges at the base of the layered receiver structure and is used
to calculate displacement coefficients at the free surface. Spectral displace-
ment is found through a wave number integration. The response to
spherical earth structure is obtained using an earth stretching
transformation.

Figure 8 shows a comparison of synthetic seismograms computed
using the WKBJ technique and Kind's (1978) reflectivity method for a
shallow source in the Gutenberg-Bullen earth model. Inclusion of the
WKBJ approximation in this problem decreases computation time by an
order of magnitude but does not sacrifice accuracy.

The method has been used to study the excitation of SPL by deep
and shallow sources (Baag and Langston, 1984b). Figures 9 and 10 show

R
Shallow ------ Homogeneous --- SpL - Propagator
source_ ------- layers matrix

WKBJ
theory

Deep Verticallysource inhomogeneous

Shalf-space

Fig. 7. Schematic representation of the WKBJ spectral method used to com-
pute teleseismic SV waves.
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Initial
Method Radial Vertical time. v~ x  (sec)

4.8 x 101 2.3 x 101

A 628

4.7 x 101 2.2 x 101BV 628
Amplitude Amplitude

(microns) (microns)
60 sec

Fig. 8. Comparison of synthetic SVwaves computed using the extended reflec-
tivity method of Kind (1978) (top) and the WKBJ spectral method (below).
The source is a shallow strike-slip dislocation.

ID Data Range Synthetics
(deg)

DI 40

D2

D3 50

D4 r

60

D5 
17

60 sec

Fig. 9. Comparison of observed and synthetic SVwaves for deep earthquakes
recorded in North America. The SPL wave is relatively unimportant in these
waveforms and occurs as the small sinusoid following the initial SV pulse.
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ID Data Range Synthetics
(deg)

30 y

S2

S3 -4

$4

S5 -50VVV

S6 -J A A
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Fig. 10. Comparison of observed and synthetic SV waves for shallow earth-
quakes recorded in North America. Unlike in deep event SV waves, the SPL
wave is a large long-period sinusoid which masks the direct SV wave. The
data in this figure and in Fig. 9 are from several separate events. No attempt
has been made to model source parameters.

that the SPL wave is seen to be excited preferentially by a crustal source
relative to a deep source. This is in accordance with the observations
and is due to large source area reverberations which leak into the man-
tle as SV waves. This dependence on source area structure suggests
that the SV wave form from earthquakes or explosions may be used to
estimate the velocity structure near the source, once the receiver struc-
ture is calibrated.

Conclusions and Recommendations
A method has been developed to incorporate SV waves into studies

of the source and in studies of earth structure. The ability to calculate
accurate SV synthetic seismograms allows the inclusion of SV data in mo-
ment tensor inversions and can augment sparse data sets of small events
where each piece of data is very important in constraining source
parameters. The method is also useful for modeling large scale crust and
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mantle structure. For example, the simultaneous study of SV and SH
wave forms and travel times may yield information on mantle anisotropy.
The analysis of teleseismic SV wave forms appears capable of yielding
estimates of both receiver structure and source structure. Current work
involves theoretical comparison of ray theory approximations for SV with
the spectral calculation, the modeling of specific source and receiver struc-
ture using SPL and diffracted Sp, and the inclusion of the SV wave in
moment tensor inversions of explosion and earthquake data.
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Attenuation of Fundamental- and
Higher-Mode Surface Waves

at Intermedi; ke Periods

Brian J. Mitchell, J.J. Chen and B. Mandal

Summary
Apparent Q 0 in the crust, as well as its frequency dependence, exhibit

strong regional variations. In studies to date, both Q,9 and its degree of
frequency dependence have been found to be smaller in regions which have
undergone recent tectonic activity than they are in more stable regions.

Conclusions and Recommendations
Surface waves at intermediate periods, from about 5 to 100 s, have

been used extensively to determine the anelastic properties of the crust
and upper mantle. In order to obtain realistic models of shear wave Q
(Qo), it is important to have reliable attenuation data in which the effects
of source complexities and lateral variations in Q structure have been
minimized. The two most commonly used methods for obtaining attenua-
tion data are (1) the two-station method in which spectral amplitudes are
measured at two seismographs which lie on a common great circle path
through an earthquake epicenter, and (2) a method in which theoretical
amplitudes for known sources are compared to spectral amplitudes observ-
ed at several seismographs surrounding an earthquake or explosion
source. In the two-station method, it is usually assumed that source ef-
fects ai, removed by taking comparative measurements at two stations.
In comptex regions, such as the western United States, however, lateral
refraction of surface waves, especially at shorter periods, is a common-
ly observed phenomenon. When that happens the spectral amplitudes
observed at two stations do not correspond to waves which left the same
portion of the radiation pattern of the earthquake. For earthqaakes with
a large strike-slip component, a difference of only a few degrees in azimuth
can sometimes cause amplitudes to vary by nearly an order to magnitude.
It is important therefore in using the two-station method to determine
the particle motion of the waves of interest; fundamental-mode Rayleigh
waves should, for instance, be retrograde elliptical and the plane of the
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ellipse should lie along the path of propagation. Large deviations from
predicted particle motion should indicate that the data are suspect. An
example of a particle motion diagram which we routinely use appears
in Fig. 1 where Love (transverse) and Rayleigh (elliptical) motion are
clearly apparent.

The second metiod, that of matching observed and theoretical
amplitude radiation patterns must be used with caution in regions across
which Q varies laterally. In such cases, attenuation coefficient values may
be either underestimated or overestimated, depending on the station con-
figuration with respect to the source location and the lateral Q distribution.

A more recently developed method uses data recorded at a single
station from a source with a known focal mechanism. This method avoids
some of the difficulties described above, but assumes that the shape of
the event source spectrum is approximately known.

Inversions of attenuation data at intermediate periods have yielded
models of Q9 as a function of depth for several regions of the world
(Osagie and Mitchell, 1983). The most recent inversions have been done
for South America. Our work to date indicates that models for the stable
and tectonically active portions of that continent can be taken to be typical
for other stable and active regions. Figure 2 presents models for the stable
portion of eastern South America and the tectonically active portion of
western South America on the same diagram. The crust of the tec-
tonically active region has much lower Qg values than the stable region.
This same result was found earlier for North America and appears to
also be the case for the Indian sub-continent. The model for western
South America also includes a zone of low Q values in the upper mantle,
whereas the model for eastern South America does not. The differences
in the models for the stable and tectonic regions of South America, both
in the crust and mantle, are clearly required by the data. The same dif-
ferences were found to occur beneath the stable and active regions of
North America in earlier studies.

The surface wave attenuation data used for the determination of Q$
models are usually fundamental-mode data at periods between about
5 and 60-80 seconds. Using those datp alone, it is not possible to deter-
mine whether or not Q0 varies with frequency in the crust or mantle.
However, we can determine whether or not the models obtained from
fundamental-mode data can produce the proper attenuation of higher-mode
surface waves at short periods. There are compilations of Q for 1-Hz
Lg waves in several regions of the world. It is now possible to routinely
compute synthetic seismograms for the models described above at several
distances and to measure the fall-off of amplitudes wit h distance to ob-
tain Q for theoretically produced Lg in exactly the same way that Q is

A.
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Fig. 2. Models of anelasticity for eastern and western South America. From
Osagie and Mitchell (1983).

obtained from observed Lg waves. The Q value obtained from the syn-
thetic seismograms for the model of eastern South America is given in
Fig. 3 along with synthetics computed at five distances. That value (480)
can be compared with an average observed value of about 800 for that
region. In order to obtain a Q3 value of 800 from the computed Lg waves
to agree with observed values, we would have to increase Q0 in the crust
at a frequency of 1-Hz compared to what it is at the lower frequencies
used to obtain the model of eastern South America in Fig. 2. Thus Q0
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Fig. 3. Synthetic seismograms for paths across eastern South America for
the phase L, as recorded on short-period WWSSN seismographs.

appears to depend on frequency in eastern South America, at least at
frequencies near 1-Hz.

In western South America, however, the Q values obtained from
the fall-off of amplitudes of theoretical seismograms (290) is nearly the
same as the average Q value observed there for L (200-340). This
similarity indicates that the frequency dependence of 4 observed in the
crust of eastern South America either does not occur or is too small to
measure in western South America. A similar result was found previously
for the stable and tectonically active portions of North America.

The frequency dependence of Q0 in the crust and its regional varia-
tion are well-documented in only a few regions of the world and only at
frequencies near 1-Hz. There is little precise knowledge of the degree
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of frequency dependence of Q0 in the crust or of the manner in which
it changes with frequency. For instance, in eastern North America, Q0
might vary as 00.3 for all periods between 1 and 50 s or it might be in-
dependent of frequency at periods greater than 4 or 5 seconds and vary
as coO-5 at shorter periods; either situation would explain observed sur-
face wave attenuation (Mitchell, 1980). In order to obtain the necessary
data to study the frequency-dependence of Q0 in detail it will be impor-
tant in future studies to obtain high-quality broad-band higher-mode data
in several different tectonic settings. In this way we may perhaps be able
to relate Q0 to the tectonic evolution of the crust in different regions.
We should then be able to predict Q values in any region which can be
reliably applied to yield estimation.
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Techniques for Modeling of Lg Propagation
Across Regional Transition Zones Using Finite

Elements and the Representation Theorem

Janice Regan and David G. Harkrider

Summary
Using a finite element form of the Seismic Representation Theorem,

SH waves or Lg mode sums are inputted into and propagated across a 2-D
grid model of transition zones. The input is the SH displacement history
at depth over two consecutive vertical rows of grid elements. The input
histories are calculated from either theoretical solutions or from an overlap-
ping finite element grid closer to the source. The latter form of input allows
"boot-strapping" of overlappingrgids across the transition zone. This reduces
the lateral number of grid elements and reflections from the far edge of the
grid.

Introduction
The modeling of surface waves crossing regional transition zones

such as ocean-continent margins has been done in the past with finite
difference or element codes in terms of the effect of these margins on
individual modes. That is, a single mode is input into the code and the
resultant wave on the other side of the margin is interpreted in terms
of the conversion into other modes. This may be informative in a modal
sense but it is not particularly relevant to the propagation of Lg waves
across these regions since the Lg wave train is probably a composite of
many higher modes. Using a Finite-Element code (FE) coupled by the
Representation Theorem (RT) to modal surface wave propagation codes,
we propose to determine the mechanism for annihilation or enhancement
of L9 waves as they cross crust and upper mantle modals of regional tran-
sition zones.

Previous studies, using finite difference or element codes, have con-
centrated on mode conversion, both reflection and transmission, for nor-
mal incidence across crust and upper mantle models of transition regions
as complicated as down-going slabs. The input to these code calculations
were single incident modes and the output waves were analyzed in terms
of mode conversion.
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For our purposes, the decomposition of the FE calculation into modes
is an unnecessary step. What we are primarily interested in is the effect
of the transition region on the sum of modes representing the Lg wave.
This can be accomplished using the Representation Theorem and its finite
element equivalent. For the finite element code the RT surface integral
can be replaced by specifying the time step displacement history on two
consecutive nodes normal to and spanning the original surface. This double
surface eliminates the need for inputting the normal stress histories over
the RT surface. As with other investigations involving finite transition
zones, we will restrict ourselves to normal incidence and use the 2-D
finite difference code SWIS. The input will be determined from the
displacement field at depth obtained from mode sum calculations. The
resulting displacement stress field on the other side of the grid will then
be propagated using 2-D Green's functions approximate for that side of
the propagation path. The Green's functions with their weighting as
specified by the RT algorithm are themselves modal sums.

The use of the RT not only allows one to look at the effect of one
transition zone but also to investigate propagation across a sequence of
transition zones such as continent ocean then ocean continent. It also
can be used to isolate the effect on individual modes by using a single
mode Green's function on the FE output.

Accomplishments
An option to enable seismograms to be used as input, constraining

the motion of specified nodes with time, has been added to SWIS code.
This option has two main uses. First, it can be used to simulate a grid
larger than the grid being used. Second, it can be used to couple energy
from a source distant from the edge of the grid, to the starting edge of
the finite element grid.

Figure 1 shows how a grid of a given size can be used to simulate
a larger grid by using seismogram input. In the upper drawing a 50 x
50 node grid is illustrated. A line force, normal to the plane of the figure,
is applied to the first node in the nth row of nodes. Its location is denoted
in the figure as a crossed circle. The two adjacent vertical lines within
the grid represent the sixteenth and seventeenth columns of nodes where
intermediate seismograms are recorded for later use as input in the se-
cond step of the procedure. The single vertical line represents the thirty-
first colurrn of nodes where final seismograms representing results for
a 50 X 50 grid are recorded. The lower drawing shows a second 50
x 50 grid used for the second step of the procedure. For this step the
intermediate seismograms recorded in step 1 are used as input to col-
umnis one and two of the grid. The completeness of the representation
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of the original source is based on the representation theorem. The single
vertical line within the grid represents column sixteen, where final
seismograms for the large grid simulation are recorded. The total pro-
pagation distance for the large grid simulation, summed over both steps,
is equal to the distance propagated in the direct calculation.

Figure 2 shows a comparison of the seismograms generated by a
direct calculation and by a large grid simulation. The monitor number
increases with depth. The initial waveforms are almost identical, but a
second pulse resulting from reflection off the end of the grid is seen for
the direct calculation only. The reflection is not seen on the large grid

Nodal Displacements
Test 2

Direct Calculation Simulation Direct Calculation Simulation
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simulation because the grid has been extended fifteen element widths
moving the reflection to a time later than the end of the seismogram.
It should be possible to shift at least half the width of the grid without
worrying about reflections from the end of the grid. In that case two small
grid runs of the finite element would be faster than one run with an ex-
panded grid. Thus, the large grid simulation would be worthwhile.

In order to avoid contamination by reflection from the bottom of the
grid, and to minimize the number of seismograms input, not all of the
intermediate seismograms were used in the large grid simulation. Two
tests of the accuracy of this truncation were made. TEST 1 used the
uppermost fifteen pairs of nodes, and TEST 2 used the uppermost twenty-
five pairs of nodes. The amplitude ratios for each of the tests as a func-
tion of the row in the finite element grid are plotted in Fig. 3. The
amplitude ratio, A, is defined as

A(node i) AMPLITUDE OF DIRECT CALCULATION (node i)
AMPLITUDE OFLARGE GRID SIMULATION (node i)

As expected the amplitude correspondence is better when more com-
plete input is used. Considering Fig. 3, it is reasonable to assume that
if results for n rows are desired, input of n + 5 rows of nodes would
be adequate to produce amplitude correspondence within, at worst, a
couple of percent.

Figure 4(a) shows how seismogram input can be used to couple
energy from a distant source into the grid. Seismograms for an event
one kilometer deep at a distance of fifteen kilometers from the edge of
the grid were determined using a numerical calculation for the analytic
2-D half-space solution. The complete set of input seismogams contained
a seismogram for each mode in columns one and two of the grid. Solu-
tion for sets of seismograms (direct solutions) at distances from the source
corresponding to rows sixteen and thirty-one of the grid were also deter-
mined using this method. Using the input seismograms finite element
solutions were calculated for all nodes in columns sixteen and thirty-one.
Thus, the direct solutions can be compared to the finite element solutions.

If one wishes the direct solutions to correspond well to the finite
element solutions the frequency content of the input and the damping
coefficient used in the finite element calculation become important. To
investigate the effects of these parameters the procedure above was com-
pleted for two sets of input seismograms. Both sets had triangular time
functions, the first with a duration of .15 seconds, the second with a dura-
tion of .45 seconds. For each of these input sets the finite element code
was use t damping. The following results were observed. First, if the
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input seismograms contain frequencies higher than those that can be pro-
pagated through the finite element grid, then the grid acts as a low pass
filter reducing the finite element solution's amplitude significantly. The
correspondence of amplitudes and waveforms between the direct solu-
tion and the finite element solution for this situation is poor. Low pass
filtering the direct solution will improve the waveform fit enormously and
bring the amplitude ratios much closer to one (Fig's 4b and 5). Amplitudes
and waveforms both correspond well when the input has no signifcant
high frequency component. Secondly, if the finite element is run without
damping the amplitudes produced are much too large, and in addition if
high frequencies are present in the input spurious high frequency oscilla-
tions appear in the finite element solution. To remedy these problems

Test 1 Test 2

9 "

a •

9 9

I I I "JI F"

1.0 1,1 1.2 1.3 1.0 1.1 1.2

Fig. 3.
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undamped finite element solution must be low pass filtered. The cutoff
frequency should be at most the highest frequency that the grid can pro-
pagate. The amplitude and waveform correspondence of the filtered un-
damped finite element solution to the filtered direct solution is then ex-
cellent. Finally, the damping coefficient used in the finite element code
is dependent on distance. Therefore, a single damping coefficient can-
not produce correct amplitudes at a variety of distances. At the distance
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for which the coefficient is calculated, and within a few grid spacings of
that distance, the coefficient produces finite element results that cor-
respond very well with the direct solution. If the direct solution contains
high frequencies the results correspond to the filtered direct results.
However, as distance from the point at which the coefficient is calculated
increases the amplitude ratios depart from one. Considering these ef-
fects the best combination of filtering and damping when a range of
distances is to be used is to filter an undamped finite element solution.
If theoretical results are available the filtered undamped solutions should
be compared directly to them. If the theoretical results contain high fre-
quencies they should be low pass filtered before being compared to the
filtered undamped solutions. This approach should give the best cor-
respondence to the theoretical results.

Conclusion
The modeling experiments described above indicate that this cou-

pling technique will be successful in modeling realistic regions transition
zones in the crust and upper mantle. We are proceeding with modal sum
Lg wave synthetics input for a source 1000 kin from the grid. The grid
is being extended from a 50 x 50 to a 100 x 100 nodes. The size of
the grid in the direction of propagation will be extended by the "boot-
strapping" procedure when back reflections are primarily due to the grid
boundaries and not the transition structure.



321

The Resolution of Free Surface Interactions

from Near Source Seismograms

Brian W. Stump

Summary

Spall models which conserve momentum are quantified by near source
observations and found to contribute 1/ of near source peak velocities.
Relative excitation of compressive and Rayleigh waves, near source, for
varying source burial depths is determined.

Introduction
The material property free surface above an explosive source can

change the radiated energy in at least three ways. The first is the simple
reflection of the P wave. The second, a subset of the first, occurs when
the compressive wave leaving the source interacts with the tractionless
free surface and reflects back into the half space as a tension wave. This
reflection may fail the material if the overburden stress, tensile strength,
and upgoing compressive wave tail are overcome. This tensile failure
then imparts momentum to near surface layers which execute ballistic
free fall until reimpacting with the parent body. This process takes energy
out of the spherical explosion which may be minimum phase, delays it
Ln time, and reradiates the energy with at least cylindrical symmetry.

The third effect of the free surface proximity to an explosive source
is the coupling of the explosion into elastic radiation and the partitioning
of this radiation into body and surface waves.

Both of the latter two effects have been studied utilizing near source
observations and synthetic seismograms. In order to obtain a robust data
set for the study, the focus here is upon a set of chemical explosions
detonated in alluvium. The geometrical relation of these tests to the free
surface is given in Fig. 1. For reference the CHEAT explosion, 115 kg,
is the fully contained event at 11.5 m depth of burial. The instrumental
array close in to these shots is typified by the array for CHEAT in Fig.
2. In addition to these gages three component accelerometers were fielded
out to beyond 200 m for all tests.

Spall
Previous models desigmed to quantify the effect of near surface ten-

sile failure as a source of elastic radiation have replicated the process
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Fig. 1. Charge geometry for the
PMB, PHG and CHEAT teeth.

CHEAT 115 kg.

9 Charge

PM 116 kg

.~PHG 1-0638kg bermed

PHG 11-2 x 38 kg bermed
(multiple burst)

PHG 1-07 116 kg

PHG 11-1 8 x 116 kg
(multiple burst)

0 5 10
Depth (mn)

CHEAT
spall range, time and escape velocity

8 C Range (m)
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1.50 013(70 0 117(65) 078(50) *036(26.)_

2.30 9129(62) 088(25) 003(43)

.3

Fig. 2. The close-in instrument array for the CHEAT experiment. The spall-
ed gages are marked. Spall dwell time in we and escape velocity in cm/sec
(parenthesis) is given for each gage.
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as a vertical point force which failed to conserve momentum (Viecelli,
1973; Springer, 1974; and Sobel, 1978). Recently, point force models
which include spall initiation, gravitational rebound, and spall slapdown
have been developed which conserve momentum (Day et al., 1983). We
have taken this conservative vertical point force model and modified it
to include the temporal variation of spall initiation and slapdown as deter-
mined from the observational data in the nonlinear regime (Fig. 2).

Constrained by the propagation of spall initiation quantified in Fig. 2
we introduce a smooth time function to replicate the finite time required
for the total mass to spall. Since we wish to model accelerograms which
are observationally smooth, we impose a continuous first and second order
derivative on the spall mass time function:

40() =MT (6t 5 t4  ot + /O!( t -Ht- Ts,) (1)

where At(t) is the spall mass, MT is the maximum spall mass, and T,
is the spall rise time constrained by the observational data. Spall slap-
down is assumed to follow the same time function to yield a symmetric
source pulse. Once spall has occurred the material is in ballistic free fall
for a time T, = 2 V/g where V, is the initiation velocity of spall (Fig. 2)
and g is the acceleration of gravity. The total vertical point force model
of spall for T = 108 ms and T, = 56, 108 ms is given in Fig. 3 @.
The integral of the point force 0 illustrates that total momentum is con-
served by this smooth model. The equivalent vertical body force when
convolved with the Green's function for the material of interest will give
the motion from spall.

Uk(x'; t') = Gk3 (x'; t'V, x3, t)®A (x3, t) (2)

f3(X3,t) can be calculated if KA (t) is known from near source nonlinear
motion observations (forward calculation). Given a set of observed
seismograms, Uk(x', t'), and the propagation path effects, Gka(x'. t';
x3,), a set of linear equations such as (2) can be solved forf3 (x3,t) (in-
verse solution). Both the forward and inverse determination of f3 (X3,t)
has been completed for the PHGI-06 explosion in Fig. 1. Comparison
of the two sources is given in Fig. 4. The two determinations agree very
well in phase and amplitude beyond 40 ins. Prior to this time the directly
coupled energy from the explosion is important and not included in the
spall forward model.
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1.2 CHEAT
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Fig. 3(a), (b). CHEAT spall model for equivalent body force (solid circles x
1013 dynes) and their integrals (open circles x 1011 dyne-sec) for rise times
of (a) 56 ms and (b) 108 ms.

Based on the agreement between the forward and inverse sources
for PHGI-06 which was a surface burst covered with a beam of sand,
the spall model was used to calculate synthetics from the contained ex-
plosion CHEAT. In order to complete a total seismogram a Mueller-
Murphy spherical explosion source was calculated in the form of a mo-
ment tensor. The complete motion becomes:
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PHG 1-06 Forward and Inverse Spall Models
3

2 - 0 O
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- o o Source Inversion

-3 o * .. * Spall forward mode

Fig. 4. The integral of the vertical source function for PHGI-06 (open circles)
and the spall model prediction for PHG1-06 (closed circles). AR values need
to be multiplied by 1011 to yield dyne-sec.

4(x'; ) = 43 (x'; t'; x3 ,t)9f3 (x3,t)

+ Gj (x; t'; 0, mo) iMj (O,t) (3)

Comparison of near source velocity waveforms from the first and
second terms of Eqn. 3 indicate that the two contributions are approx-
imately equal. One reason for this equivalence is that the spall source
is much shallower than the spherical explosion and thus at near source
distances a source rich in Rayleigh energy.

Comparison of the forward model synthetics with observational data
from CHEAT (Figs. 1 aiid 2) is given in Fig. 5. Although the phasing
and amplitudes from this simple model (elastic half-space propagation)
are not in exact agreement with the observations, the fit with no interac-
tions is good. The body waves are matched by the spherical explosion
while the late arriving, large amplitude surface waves result from the
vertical point force spall source.

Source Coupling
Utilizing the PMB depth of burial data we have attempted to quan-

tify source coupling and relative generation of body and surface waves
from these sources in the near source region. The basis of this study
has been a set of velocity waveforms from the explosions.

To date, work has focused on the relative and absolute size of body
and surface waves from these sources at ranges varying from 10's of
meters to a few tenths of a kilometer. A summary of the data at the 73 m
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Explosion & Spall - Observations & Synthetics

50 m 100 m

Obs~Ob 4.9.cms

a! _'/Calc 5.02 - "' Calc 1.26

_ \VObs 2.87 _4 _Obs 1.81

Calc 3.26
Calc 1.73

0 Sec 0.6

Fig. 5. Two characteristic observations from the CHEAT experiment at 50
and 100 m. Synthetic seismograms consisting of the explosion and spall
sources are also given.

range is given in Fig. 6. The P wave amplitudes increase by a factor
of four for the range of source depths, Rayleigh wave amplitudes increase
over the first couple meters of source depth and then decrease beyond
this point. The geometry of the source with respect to the Rayleigh wave
excitation function seems to dominate over the increased coupling with
burial depth.

Conclusions
Both forward and inverse models of spall in the near source region

indicate that the process can be quantified by simple conservative ver-
tical point force models. Extension of these models to buried sources
yield spall velocity waveforms which are comparable in size to the pure-
ly spherical source records. The reason for this equivalence is the large
amplitude Rayleigh waves from the shallow spall source.
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The effect of source burial depth on coupling is most dramatically
observed on near source body waves where a four fold increase in velocity
is observed. Surface waves on the other hand appear to be controlled
by the free surface boundary condition and thus decay as the source is
buried more deeply.
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Three-Dimensional Ultrasonic Modeling
of Rayleigh Wave Scattering
M. Nai Toksoz and I. T. Bullitt

Abstract
The effects of topographic features on Rayleigh wave propagation and

scattering are investigated in the laboratory using ultrasonic models. Start-
ing from simple steps, different topographic features are modeled. The
effects of these features on Rayleigh wave transmission and scattering are
examined as a function of wavelength and as a function of angle of
incidence. In general, backscattered or reflected Rayleigh waves are small,
compared to transmitted waves. However, a significant fraction of the
Rayleigh wave energy is scattered into body waves. At oblique incidence
angles transmission coefficients (transmitted energy/incident energy) com-
puted from spectral ratios vary strongly with incidence angle; at wavelengths
equal to twice the step height the transmission coefficient ranges from
approximately 5% at normal 190°) incidence to 50% at 150 incidence, for
the case of a vertical step. The balance of the ener is distributed among
the scattered phases. At each angle transmission coefficients strongly vary
with frequency. Because of phase shifts, the wave train is distorted. Signifi-
cant waveform distortion occurs also in the case of a tapered step. Con-
verted and reflected phases generated at the upper edge of the step are sup-
pressed when the upper edge is rounded. The effect of the steps on the
apparent dispersion of Rayleigh waves is demonstrated by convolving syn-
thetic dispersed wavetrains with the model seismograms. Some features of
crustal Rayleigh waves commonly attributed to multipathing in the Earth
may be due to scattering effects.

Introduction
The problem of Rayleigh wave scattering in two dimensions by sim-

ple structural discontinuities has been examined in the last two decades
using a variety of experimental teclniques (e.g., Knopoff and Gangi, 1960;
Lewis and Dally, 1970). The problem of Rayleigh wave scattering in three-
dimensional structure has not, however, received the same systematic
study. Complex scale models of realistic three-dimensional structures
have been used in ultrasonic experiments to investigate gross features
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of the effects of surface topography on Rayleigh wave propagation (e.g.,
Chamuel, 1982). Because of the complexity of such models, however,
subtle features in the waveform are easily obscured. It is difficult to
make meaningful quantitative measurements of scattering phenomena in
such complex (i.e., realistic) models, in which particular features of the
waveforms cannot be readily associated with corresponding structural
features. An important first step towards an understanding of scattering
in three-dimensional models is therefore the investigation of wave pro-
pagation in simple models of canonical form. This report describes obser-
vations of Rayleigh wave propagation across simple step and ramp struc-
tures in a three-dimensional model.

Experimental Method and Results
The model used in this study consists of a solid block (8 x 8 x 4")

cut from 6061T6 aluminum plate. Steps of various height and geometry
are milled into one of the large faces (Fig. 1).

th

Model 1 3 mm

Model 2 -3 m
t

Model 3 ----- 1-mm

Figure 1. Geometry of the models used in this study. The inset shows cross
sletions of the steps used in the models.
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The model used in this study consists of a solid block (8x8x4") cut
from 6061T6 aluminum plate. Steps of various height and geometry are
milled into one of the large faces (Fig. 1).

The ultrasonic source and receiver each consist of a 2.25 MHz P
wave transducer coupled to a lucite wedge. The geometry of the wedges
is such that P waves generated by the transducer are critically refracted
upon entering the aluminum block, thereby exciting Rayleigh waves in
the aluminum with great efficiency. The radiation pattern of the transducer-
wedge combination is highly directional-at an angle of 100 from the axis
of the central lobe, peak energy is reduced to 25% the central peak
energy. The combination of these features makes the transducer-wedge
combination especially useful when working with a low-loss medium such
as aluminum; attenuation can be neglected in the analysis of Rayleigh
wave propagation, and the observed Rayleigh waves are uncontaminated
by body waves multiplely reflected at the edges or bottom of the model.

Figure 2 (a) shows the signal recorded for a Rayleigh wave pro-
pagating across the smooth aluminum surface. Because a halfspace is
non-dispersive to Rayleigh waves, this represents the response of the

transducer-wedge source and receiver. Figure 2(b) shows the Fourier
amplitude spectrum of the Rayleigh wave. Peak energy of Rayleigh waves
traveling on the aluminum block (V = 6.4 kmlsec; V - 3.2 km/sec;
CR = 3.0 km/sec) lies in the range 0.2-2.0 MHz. We consider this to
be the usable bandwidth for the modeling experiments.

Three models have been used in these experiments:

Model 1: 3 mm vertical step;
Model 2: Tapered step, 60' slope, 3 mm height;

Model 3: 1 nun vertical step.

Seismograms of Rayleigh waves crossing the step in each model over
a range of incidence angles were recorded and digitized. Incidence angle
is measured from the direction of the strike of the step (0 in Fig. 1).

Energy Transmission and Reflection
When the Rayleigh wave encounters the step some of the incident

energy is transmitted through the step, some is reflected from the step,
and some is converted to body waves. The fraction of incident energy
which emerges from the step as reflected and transmitted energy was
measured as a function of incidence angle. In general the efficiency of
transmission through or reflection from a step depends on the length of
a wavelength relative to the step height. In order to facilitate comparison
of models with different step heights, therefore, wavelengths are nor-
malized to the step height. The "normalized freauency." f, is obtained
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Fig. 2. (a) Rayleigh wave propagating across the aluminum surface in the
absence of a step. (b). Amplitude spectrum of the Rayleigh wave shown in (a).
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from the relation

_hf h
C X

where f is the frequency, c is the phase velocity, X is the wavelength,
and h is the step height.

The energy transmission coefficient, E, is defined here as

AT 2
ETW =AO(.I

where AT(f) is the Fourier amplitude spectrum of the transmitted
Rayleigh wave, and A(]) is the amplitude spectrum of the Rayleigh
wave propagating across the aluminum halfspace. The energy reflection
coefficient, ER, is defined in an exactly analogous way:

ER~fAO[(f)JI

where AR(f) is the amplitude spectrum of the reflected Rayleigh wave.
Transmitted Rayleigh waves are recorded by keeping source and

receiver at opposite points on a circle centered on the step (see Fig. 1).
Reflected waves are recorded by placing source and receiver at equal
angles from the normal to the strike of the step.

Model 1
Figure 3(a) shows seismograms of Rayleigh waves transmitted across

the step in Model 1 for incidence angles ranging from 150 through 900
(normal incidence) in 15' increments. The small signal arriving about
1 Asec before the Rayleigh wave is an S wave excited at the step.
Frequency- dependent scattering and phase shift are obvious at all angles
of incidence. Figure 3(b) shows transmission coefficients for Rayleigh
waves propagating in Model 1. At normal incidence (O = 90') the
transmission coefficient agrees well with that obtained for a two-
dimensional step using finite-difference calculations (Matel et al., 1977).
Near normal incidence ET is less than 0.2 except when I is less than
0.2. This represents a loss of over 80% of the incident Rayleigh wave
energy to converted body waves and reflected surface waves. The energy
minimum nearf = 0.5 at normal incidence deepens and moves to higher
frequency as the incidence angle decreases. In fact, while the curve is
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Fig. 3. (a) Waveforr is of Rayleigh waves transmitted across the step in Model
1 (3 mu vertical step). Transmission is in the upstep direction. The small
pulse arriving about 1.0 psec before the Rayleigh wa,c is an S wave excited
at the step. The bottom trace corresponds to t e "i p" path. The factor
'a' is the scaling factor by which the displays hav, i compressed vertically.
Tick marks on the left indicate intervals of 10 ( *) mV, according to the
number showy above the amplitude scale. (b) lismission coefficients
for the Rayleigh waves in (a). The horizontal axis is normalized frequency
(V - -), where h is tle step height and X is the wavelength. Curves are

shown for three angles of incidence.
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similar in shape at each incidence angle, it t.ends to be pushed to higher
frequencies as the incidence angle decreases. Thus, at shallow incidence
angles the transmission coefficient is affected in the same way it would
be were the step height increased. To grazing or near-grazing Rayleigh
waves, then, the step appears higher than at steeper angles.

Figure 4(a) shows seismograms of Rayleigh waves reflected from
the step, incident from the depressed side of the step. The seismograms
are complicated by the existence of double reflections, the first from the
lower edge of the step, the second from the upper edge. This double
reflection has been observed in two-dimensional modeling experiments
(e.g., Nathman, 1980).

Figure 4(b) shows reflection coefficients at three incidence angles
for Rayleigh waves traveling in the upstep direction. At normal incidence
very little energy is reflected from the step. As the incidence angle
becomes more grazing the reflected energy increases rapidly, espe-
cially for wavelengths approximately equal to three times the step
height (f = 0.3).

Figure 5(a) shows seismograms of Rayleigh waves reflected from
the step, incident from the elevated side of the step. Reflection coeffi-
cients obtained from these seismograms are presented in Fig. 5(b). These
reflections are generally stronger than the upstep reflections, but do not
exhibit the same rapid increase with incidence angle.

In all the cases considered above, the character of the transmitted
and reflected waveforms changes rapidly as the incidence angle decreases
below about 30'. It is in the range 00 to 300 that the Rayleigh waves
are observed to depart most strikingly from the waveforms predicted
by finite-difference or other two-dimensional methods.

Model 2
Rarely in the Earth do we find structural discontinuities as severe

as the one modeled in Model 1. To investigate the effect of a more gradual
change of elevation the step was tapered to a slope of 60 ° from the
horizontal (see Fig. 1). Seismograms and transmission coefficients of
Rayleigh waves traveling across the ramp are shown in Figs. 6(a) and
6(b), Note the strong interference of phases, particularly at normal in-
cidence [top trace, Fig. 6(a)]. The transmission coefficients for this model
[Fig. 6(b)] are generally higher than those in the step model
[Fig. 3(b)] at frequencies below f 0.5. The energy minimum near
f - 0.9 at normal incidence is considerably smaller than the correspon-
ding minimum for the step model. Note that here the frequencies have
been normalized to a step height of h = 3.0 mm; in fact, this normaliza-
tion is arbitrary, as the slope of the ramp will also affect the scaling
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Fig. 5. (a) Seismograms of reflected Rayleigh waves directed in the downstep
direction, Model 1. (b) Reflection coefficients (energy ratios) for the Rayleigh
waves in (a).
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Fig. 6. (a) SeiemOgran8 Of transmitted Rayleigh waves directed in the uputepdirection, Model 2. (b) Transmission coefficients (energy ratios) for theRayleigh waves in (a).
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relations. Direct comparisons between step and ramp transmission and
reflection coefficients may not, therefore, be appropriate.

Figure 7(a) shows seismograms of Rayleigh waves reflected from
the ramp. The source is aimed in the upstep direction. Figure 7(b) shows
the corresponding reflection coefficients. The reflected waves are con-
siderably smaller that. in the case of the vertical step. The double reflec-
tion is, however, still visible at all angles.

Model 3
As a check on the linearity of the scaling relations and to study the

effect of steps of reduced size, Rayleigh waves were recorded propagating
across a lmm vertical step. Figures 8(a) and 8(b) show seismograms
and transmission coefficients, respectively, for Rayleigh waves propagating
across the 1mm step. The effect of this step on the seismograms is
generally much less pronounced than the 3 mm step. The transmission
coefficients show nearly identical behavior over the usable frequency band
to those computed from the 3 mm step model, suggesting that linearity
of the scaling relations is conserved between the two models.

The Effect of a Step
on Dispersed Wavetrains

To determine the effect of a step on long, dispersed wavetrains we
calculated synthetic examples using the impulse response derived from
the models. The transfer functions of the step model for different angles
of incidence are obtained from spectra of the halfspace and transmitted
wave seismograms. In particular, we have for the model transfer func-
tion M(W):

where ±k( ) and XO(W) are the spectra of seismograms corresponding
to the step and halfspace cases, respectively.

Figure 9 shows the convolution of a chirped sinusoid with the im-
pulse response of Model 1 and Model 3. At some incidence angles and
frequencies the envelope of the wavetrain drops to near zero, suggestive
of the "beating" phenomenon frequently observed in seismograms of
Rayleigh waves propagating across ocean basins. This beating is usually
attributed to multipathing due to lateral heterogeneities along the pro-
pagation path. It is conceivable that at least part of the amplitude modula-
tion of dispersed Rayleigh wave trains may be due to sharp structural
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features such as those modeled here. The relatively abrupt transition
from oceanic to continental crust along a surface wave propagation path
may contribute to the observed amplitude modulation.
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Fig. 9. The effect of the step on a dispersed wavetrain. (a) Model 1. (0$ Model
3. The input signal (top trace in both cases) is a linear Chirped sinusoid, whose
frequency increases from 0.2 to 2.0 MI& in 30 jaec. The corresponding range
of-~ls 0.2 to 2 (a) and 0.07 to 0.7 (b). The vertical scaes of the transmitted
wavefom in (a) have been expanded to show detail of the waveforms.
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Conclusions
These experiments illustrate the high degree to which energy from

a Rayieigh wave pulse encountering a sharp structural discontinuity is
lost to converted body waves radiating into the medium. Moreover, the
strong azimuthal dependence of transmission and reflection coefficients
suggests that two-dimensional modeling is not adequate for studying
effects of surface wave propagation in the three-dimensional Earth. The
effects of sharp topographic features on Rayleigh wave propagation as
modeled in the laboratory can play an important part in the propagation
of surface waves in the Earth. In particular, estimates of source size based
on surface wave amplitudes may be inaccurate when the measured
amplitudes have been modulated by strong structural effects.
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In-Situ Strain Paths and Stress Bounds, with
Application to Desert Alluvium

John G. Trutio

Abstract
In the nearly-spherical field of a buried burst, material undergoes con-

tinuous radial compression and hoop stretch out to at least ten charge radii,
almost to its time of peak displacement. For such deformation, all relevant
stress-strain measurements known to us (e.g., uniaxial-strain tests) sup-
port two physically plausible hypotheses: i) Hoop stress is no greater than
radial stress (compressive stress is > 0 here), and ii) until failure occurs
in hoop tension, hoop stress will not increase when radial stress decreases.
The first hypothesis and the equation for spherical continuum motion im-
ply a rigorous lower bound on live radial stress in terms of material velo-
city. A rigorous upper bound is obtained by equating the material's hoop
stress to its tensile strength, overburden included.

Radial-stress bounds were computed as functions of time from velocity
pulses measured in the wholespace field of a 20-ton charge of CH3 NO2 ,
fired at a depth of 20 m in dry desert alluvium (Event MP2; 11/83). At
the smallest ranges yielding credible velocity pulses (31/ and 41 charge
rAUi, where peak radial stresses run from - .10 to .02 Gpa), those bounds
are tight enough to define radial-stress pulses, in situ, with useful accu-
racy. More pregnant, however, is a qualitative result implied by the measured
data despite their scatter: After initial shock-like uniaxial strain at 31/3 radii,
a) radial stress decays severalfold, even though b) compressive radial strain
more than doubles, c) causing volume to decrease despite growing hoop-
stretch. Thus (hypothesis ii)) hoop stress drops unless its tensile limit is
reached; so does mean stress, steady volume shrinkage notwithstanding.

The main cause of the behavior noted appears to be shear-induced pore
collapse, like that remarked in connection with the Hudson Moon H.E.
Experiment (1971).' Such stress relief is in basic conflict with the five
material models used to make pre-shot calculations of MP2 motion.
However, it was also deduced from earlier, if shakier, SCOOTER data
(500 tons of TNT at a depth of 38 m; 1960). Moreover, cylinders of MP2
soil have been tested in the laboratory along strain paths of almost the same
shape as the MP2 paths, but at far lower strain rates, and at stress-
amplitudes lower by a factor of ten.3 Mean stress fell at first (despite
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in easing axial and volumetric comPression) on the shmr-dominated path-
leg that follows initial, almost uniazial strain.

About eighteen months ago, we found a way to extract bounds on
live stress from measured motion. For fields with approximate spherical
symmetry, like those driven by buried nuclear explosive (NE) or chemical
explosive (CE), the method yields upper and lower bounds on live radial
stress if pulses of radial motion have been measured at two or more radii
(as in the SCOOTER event, to which the method was first applied2).
As usual with bounds, their value hinges on their closeness. In this case,
of course, the bounds start from zero at any given radius, rg, and, for
purely geometric reasons (below), they must remain close while r. is
large compared to the distance rf - rg that the wavefront has advanced
beyond r,. However, near a burst point (rg : - 10 CE charge radii for
a given yield), motion amplitudes at r are still sizable fractions of their
peaks when r- r. is no longer Q relative to r. Fortunately, the
bounds in question often remain usefully close even then-and so they
do for bursts in dry desert alluvium, on which attention is centered here.
Such bounds have great value right now: Stress gauges are becoming
operational, but there are few ways to fix their accuracy, especially in
situ. At the same time, the constitutive equations used to compute free
field motion in soils and rocks are fraught with unchecked assumptions
and guesswork. Stress-strain curves measured along strain paths actually
followed in explokvely driven fields hold the key to correcting that situation
and creating trustworthy material models. 4

Continuous Fields from Discrete Pulses

To obtain strain paths and stress bounds from discrete velocity pulses,
a continuous field must first be constructed from those pulses. One pro-
cedure for so doing is called "LASS" ;5 another, developed at about the
same time as LASS, is the method of nonlinear traveling waves. ,7 Both
amount to rules for interpolating spatially between the stations at which
pulses have been measured, thereby obtaining a continuous field from
those pulses on the space-time region of measurement.

The traveling-wave method was used in the present work. By that
method, pulses are broken into such sections as can be seen to have
separate and clearly defined amplitude, A, and width (duration), W, over
the space-time region of measurement. For the SCOOTER and MP2
events 2,8 in alluvium, it suffices to divide velocity pulses into a low-
amplitude precursor, a subsequent period of rapid rise to a maximum
value, and then one of partial decay, as in Fig. 1. (Much motion occur-
red after that, but some key records were cut off by gauge failure before
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Measurement in Event MIP2, and at the Next Farther Radius. The pulses came
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(7.13 mn). Each consists of a low-amplitude precursor, a steep rise to peak,
and then much slower decay. The precursors here ane mainly artifacts of
measurement.
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velocity returned to zero, ending its main positive outward phase.) Each
pulse-section is then expressed as the product of A (its amplitude) and
a form-factor p' of unit amplitude.

The factor A varies with range; e.g., for velocity-pulse-sections that
meet at the time of peak, A refers to that peak (which often decays as
as inverse power of radius). As for ,V, it depends in simplest form only
on a non-dimensional time-like variable, r, which undergoes unit change
across a pulse-section:

r = (t-)/W (1)

where t. is the time a pulse-section arrives at a given gauge, and t is
the time. A waveform 4oi(r) then issues from each of the measured
pulses (i = 1, 2,... in order of increasing radius); 40(r) can be chosen
as the most typical of the 9pj, or as an average of them all, and spline-
fit. More generally, 4,i is accurately spline-fit for each j, and, between
the ranges of pulses j and j + 1, ( is made a linear combination of pi
and ,Pj + 1:

= Ca i(r) + ,3s+1 ( ) (2)

In Eq. (2), c goes smoothly from 1 to 0, and 3 from 0 to 1, on moving
from range j to j + 1; also a + # = 1. Eq. (2) was used in this work,
but in any case a continuous field F is defined as follows:

F = E A,*(r) (3)

where the sum extends over all pulse-sections.
From a field of the form given by Eq. (3), the derivatives and in-

tegrals of velocity needed to compute stress-bounds and strains can be
found; to compute radial strain, for example, the spatial derivative of radial
velocity must be taken and time-integrated. Traveling waves are especially
convenient for that purpose because they describe the field in terms of
simple algebraic formulas for such basic physical properties as rise
time and arrival time (vs. slant range). Moreover, individual pulses are
so combined that the continuous field they give will, if desired, reproduce
their forms in complete and exact detail. Also, pulses can be broken into
sections at any desired points (not just at their zeros and extremes)
without sacrificing continuity of the resulting field 9-but simplicity fades
as the number of pulse-sections grows.
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Stress Bounds in Sph.1ical Fields
For spherical motion, stress is specified completely by its radial com-

ponent ur and its hoop component ao. Momentum and mass conserva-
tion link those two stresses to radial acceleration, 4, via the equation
of motion:

p =- aa, 8r - 2(a,- a)Ir (4)

where p is the density of material at radius r at any given time, and com-
pressive stress is > 0.

The right-hand member of Eq. (4) increases monotonically with
a., whence upper and lower bounds on ae imply upper and lower bounds
on a. To obtain an upper bound on aq, note that material is at first driven
outward from the shot point, and therefore stretched in every hoop direc-
tion as it compresses radially. We assert that as long as increments in
radial strain remain compressive while hoop-strain increments remain
tensile, hoop stress will not be more compressive than radial stress
(uo 5 o)-a "hydrodynamic" bound on ao since a, - a, for fluids.
Spring-and-ratchet hookups can be contrived as counterexamples (though
not easily in a medium that admits spherical fields), but we know of no
tests on soils that contradict the inequality ae s a,, and a large body
of test data confirms it.10 It also makes intuitive sense: To compress
a cylinder of soil axially but not laterally, at least as much pressure must
be applied to its planar end faces as to its curved surface.

With ao <s a, Eq. (4) implies that:

p 5 aur/ar ; 3aar - pt (5)

Integrating Eq. (5) at fixed time from a given radius rg to radius rf at
the front of the outgoing wave (or just beyond),where live stress is zero,
we find that:

a<- dr; -p ig dr (6)

where a, is the live radial stress at re.
At the other extreme of behavior, live hoop stress cannot be more

tensile than a mate ctal'3 tensile strength plus overburden (GO a -

T s 0), whence [Eq. (4)]:

ps > -aU/ar - 2(a, + T)/r = -(1/r2) Xr2 (a, + T)]/8r (7)
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Eq. (7) implies that

ag < T [(r/Ir) 2 -11 + j' (r/r)2 P t dr (8)

The density pi of a material element at some initial time ti, divided
by its density p at any later time t, follows rigorously from material
motion alone (p / p 1+ cubical dilation). To calculate p i/p, it helps
to view the element's current radius r as a function of t, and of its posi-
tion r at time ti; i.e., r = r(r,t) where r - r(r,ti). The shell of material
between radii t and " + d" at time ti then lies between radii r and r
+ dr at a time t, and mass conservation requires that

pr2 dr = pitldr (9)

Thus, making use of the Lagrangian coordinate " (Lagrangian because
its value never changes for a given material element), changes in den-
sity are readily computed. For that reason, and because ground-motion
gauges are supposed to move with material velocity (i.e., as Lagrangian
points), field properties are calculated here (as in LASS) in terms of "
and t. In particular, Eqs. (6), (8) and (9) yield the result that

!f t'(+ )'pi dr :5 4g : T[(L)2 -1] + I7"~-~t dr (10)r -- r rg/

To get the physical sense of Eq. (10), picture a right cone of small
half-angle, e, with its vertex at shot-point. Material surfaces of radius
rg and r> rg slice out the section of cone from r. to tf (section " CS")
leaving it with spherical end-caps. Live stress, and hence the compo-
nent of force along the cone's axis, are zero on the outer end-cap. The
axial force F, on the inner cap is the product of the live radial stress
of and r(r sinf)2 (the projection of the inner cap's area on any plane
normal to the cone's axis). If Fe is the axial force on the conical surface
of CS, then F, + Fe must equal M, the rate of change of axial momen-
tum within CS. The smallest physical value of F. is - T times ir(r/ -
r2 ) sin2 e, the area of the projection of CS's conical surface on any plane

normal to the cone s axis. The largest value of ag r (rg sin )2 is therefore
M + Tir(r/ - r 2) sin2 e, whence a( must be i5T[(rf/
rg)2 - 1 + l/ rr sin2 e. The quantity MI wr2 sin 2 c is just the integral
on the right of Eq. (10), since the rate of change of axial momentum in
the shell between material surfaccs r and p + d [current radii r ( , t)
and r ( + dt,t)I is equal to r(sin2 c)tOifp dr. The rate of change of
momentum of the shell, per unit area of either of its spherical surfaces,

A
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is a vector of the same magnitude at all surface-points (ip dr), but directed
along the local outer normal; hence (as in computing F), its rate of
change of axial momentum is the product of i pdr and r(r sin () 2, or
[Eq. (9)] of i pjdr and -r( t sin -)2.] The left-hand menber of the in-
equality [Eq. (10) ] is a bit subtler; the change in of that attends a slight
change in r, must ba calculated, conserving momentum.

Generalizing Eq. (10) so that it holds for uniaxial, cylindrical-radial,
and spherical fields is a simple task (Appendix A). Moreover (Appendix
A), a separate upper bound on ao issues from knowledge of a shear-
strength limit as general as f(or,, ao) a 0 where f is some function of
the two stresses. The resulting shear-strength bound on a, tends to fall
between those of Eq. (10) because the shear stress on octahedral planes
is 1/3v2 (a, + T) at the tensile limit of u0-and that value commonly
exceeds shear strength.

In-Situ Stress Bounds: Bursts in Dry Alluvium
The bounds specified in Eq. (10) were first evaluated using measured

pulses from the SCOOTER event in desert alluvium. A few months later
they had also been computed from pulses measured in dome salt
(SALMON event), and from radial velocity pulses measured in grout in
the laboratory. 1' More recently, Eq. (10) was applied to data from a
20-ton burst 20 m below the ground surface in dry desert alluvium (Event
MP2). The main MP2 results are shown in Figs. 2-4. All three refer to
the smallest range of successful ground-motion measurement (5.22 m),
but they reflect different treatments of the measured data. In each figure,
bounding pulses of radial stress appear along with the strain path that
goes with a given pair of bounds; the excess-compression pulse implied
by that path also appears (excess compression * a p/p i-1), The
numbered points on the path (which makes no explicit reference to time)
occur at times noted by like numbers on the lower part of the figure,
where stress bounds and compression are plotted.

In Figs. 2-4, initial nearly-uniaxial strain with rapidly increasing com-
pression turns abruptly to shear combined with slowly increasing com-
pression. In each figure, excess compression (u) oscillates somewhat dur-
ing the shearing stage of deformation, but about an upward-slanting line;
the increase in 1 during shear amounts to - .3 of the it-value reached
in nearly-uniaxial strain. The radial-stress bounds are close enough in
Figs. 2-4 to show that radial stress is decreasing in situ (becoming
less compressive), even though both radial strain and volumetric com-
pression are increasing; hoop stress must also be decreasing, since a)
strain is growing ever more tensile in the hoop direction, and b) even
compression in the radial direction does not suffice to prevent the decay
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Fig. 2. Strain Path and Stress Bounds for Event MP2 at a Slant Range of
5.22 Meters. Excess compression (density divided by initial density, minus 1;
dashed curve) is also shown vs. time. The waveforms used in generating the
curves were those of velocity pulses measured at nominal slant-ranLws of 5.3,
7.1 and 9.5 meters. Radial velocity has a peak outward value at the time
denoted "V,,". Points 1-16 along the strain path are reached at the times
shown by numbers 1.16 on the stress-bound plot. The upper, middle (0) and
lower curves, respectively, are dictated by limits of tensile strength, shear
strength and hydrodynamic behavior; the first two are upper bounds.
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were obtained exactly as in Fig. 3. The format Is that of Fig. 2.
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of radial stress. The figures therefore imply that mean stress falls despite
growing compression, being strongly dependent in that way upon shear
strain. No such behavior is accounted for by the material models used
to make pre-shot calculations of MP2 motion. Further, while models that
embrace non-ideal plasticity (and perhaps some rate-dependent models)
can reproduce it, none appears to do so at present-but then, the strain-
path data available before Event MP2 did not require that behavior. Thus,
to the extent that MP2 velocity pulses are reliable (below), a result with
basic and sweeping model-implications has emerged from the radial-stress
bounds implied by the MP2 pulses.

Of the MP2 velocity pulses from - 5.2 m, only one (Fig. 1) is free
of serious artifacts, even before the early time of peak velocity. That
record was used to define the waveform ol (r) [Eq. (1) ] on which Figs.
24 are based. Its precursor is not credible (arriving much sooner than
measured seismic wavespeeds permit); a real precursor may be present,
but at an amplitude so far below the rest of the pulse as to justify its
omission in Figs. 2-4. Thus, the pulse as utilized consists of just two
sections, namely, a steep rise to peak and gradual decay from it. Those
two sections meet at the time of peak velocity, and hence share the same
amplitude factor A(t) [Eqs. (2) and (3)].

In keeping with Eq. (2), the waveform at " m ' 5.2m is aver-
aged with one at the next range of measurement (" 2 - 7.1 m) to
give the waveform at any intermediate range. However, as functions of
r, the weighting factors ci and 0 [Eq. (1)] have relative extrema at r,
and r2. As a result, the only waveform affecting the strains computed
for Figs. 4-6 is pl (r). In addition, the same amplitude factor A(r) was
used in preparing Figs. 2 and 3. As a result, strains are identical in those
two figures. Their stress-bounds nevertheless differ because the figures
refer to different waveforms at r2 - 7.1 m; waveforms at and beyond
r2 affect the bounds computed for range ' [Eq. (10)].

To define A (r) for Figs. 2 and 3, each peak radial velocity not open
to serious doubt (due mostly to obvious artifacts) was read from the MP2
gauge records. A least-squares straight line through all but one of the
resulting (log A, log t)-points gave log A(') and hence a power-law
expression for A(t) itself. The excluded point, one of four from the
farthest gauge-range (- 30 in), had an A-value smaller by a factor of
- 4 than any of the other three; all points are plotted in Fig. 5 along
with the straight line in question. The corresponding least-squares
quadratic defined A(') for Fig. 4, whose curves were otherwise com-
puted from the data used for Fig. 2. Variances in the quadratic's coeffi-
cients proved as large as the coefficients themselves (vs. variances of
- 5% in the line's coefficients), and inclusion of the quadratic term did
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Fig. 5. Measured Peak Radial 100
Velocity of Material, vs. Distance
from Shot Point, for Event MP2.
The straight line is a least-squares
fit to all data-points but the one of
lowest velocity.
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not reduce the variance of data-points from the least-squares fit. The
line is therefore much more plausible than the quadratic. Still, by presen-
ting a rather extreme view of A( ), the quadratic helps to show how strain
paths and stress bounds depend on the interpretation of measured data
(at 5.22 m, the line and quadratic have respective A-values of 108.5 and
90 m/s, and slopes of -2.725 and -2.17). In addition, if the aberrant
point at -30 m is added to the set, the resulting least-squares line has
a slope of -2.95 and an A-value (at 5.22 m) of 125 m/s. That line yields
strains and stress-bounds qualitatively like those of Figs. 2 and 3, though
excess compression (p) eventually tops the measured value correspon-
ding to removal of all air filled voids ( - .37 ± .07) 12-a matter
discussed below.

At the next smallest gauge-range (- 7.1 m), two very different
waveforms are at hand. Whereas one of them has fallen smoothly to
zero only 14 ms after reaching its peak, the other (Fig. 1; lower plot)
is still at - 3/4 of its peak velocity 34 ms after the peak occurs. Taken
with a more distant pulse (at 9.5 in, nominally), the two yield the respec..
tive strains and stress-bounds of Figs. 6 and 7. Understandably, strain
paths in Figs. 6 and 7 differ widely after initial uniaxial strain, and some
elastic recovery is evident in Fig. 6 (e.g., A reaches a maximum and then
drops appreciably). Still, Fig. 6 contains a brief period of rising U and
falling a, that comes into clear focus if shear strength is used to
define the upper ar-bound. Indeed, the shear-strength bound reduces
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Fig. 7. Strain Path and Stress Bounds for Event MP2 at a Slant Range of
7.13 meters. Excess compression (density divided by initial density, minus 1;
dashed curve) is also shown vs. time. Except for use of a different waveform
(that of Fig. 3) at a nominal range of 7.1 meters, the curves were obtained
exactly as in Fig. 6. The format Is that of Fig. 2.

uncertainty in o, to gratifyingly low levels in all cases (generally < 10%).
However, much more information is needed to specify shear strength
than tensile strength. Hence, though the failure envelope used here rests
on a broad base of laboratory tests, 14 there is no ready answer to the
kind of question that lab-test data always raise: Does shear strength lie
within that envelope for the material in situ, on strain paths of the actual
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event, and at actual loading rates? Unease on these points has been allayed
somewhat by computing stress-bounds with other strengths than those
measured: Setting T to 0 (rather tha. .5 MPa as in the figures) lowers
the tensile upper bound in Fig. 2 or 3 by only about a line-width; increas-
ing the tangent of the angle of internal friction from .68 (measured) to
.79 raises the shear-strength bound by < 3%.

None of this is meant to suggest that Fig. 6, with its brief interval
of rising I and falling a, presents serious evidence for apparent bulk
moduli < 0. In fact, the curves for 7.1 in are ambiguous on that score;
,u rises slowly and steadily in Fig. 7 from about the time of peak a, on-
ward, but it falls in Fig. 6 over most of that period. Rather, the main
evidence for negative "bulk moduli" in MP2 comes from 5.22 m (above),
as befits the general trend toward elastic behavior with increasing range. 4

At the reduced stress and motion amplitudes found at 7.1 m, elastic strain
appears large enough as a fraction of total strain to assure that little or
no s, rinkage occurs while material unloads and comes to rest.

Critique of the Data
and Results

The closeness of the bounds in each case (Figs. 2-4, 6 or 7) is due
to the low speed S of the main outgoing wave (540 m/s at 5.22 m; 330
m/s at 7.1 m). For the main wave to advance from 5.22 to 7.1 m takes
-4.3 ms, or most of the time of motion covered by Figs. 2-4. At that
point, the largest ratio of integrands in the two bounding integrals of Eq.
(10) [i.e.,(r//r) 2 at 8.7 ms] is only about 5/3. Also, while main-wave
speed S is subject to large error at 5.22 m (Fig. 8), even with S= 980
m/s the stress bounds dictate decay of a, less than 1/3 ms after velocity
reaches its peak. As for 7.1 m, variations in S that the data might
reasonably admit (Fig. 8) are too small to cause appreciable changes (much
less qualitative ones) in Figs. 6 and 7.

In all likelihood, however, the compressions of Figs. 2 and 3 are too
high. The material's measured air-filled porosity of 26.7 ± 3.6% implies
cubical dilatations (A-values) no greater than - .303 (. - .267- .036) at
these low stresses. At the final time shown, A [ m -A /(1 +/1) ] has very
nearly reached that limiting value in Figs. 2 and 3; - 4 ms later (gauge-
failure time) A - - .41, a value at odds with the porosity limit. To help
explain that fact, we recall that if the short rise to peak velocity A is
neglected-i.e., if the main wave is treated as a shock-then A is given
by -A/S at the peak. With A = 108.5 m/s (from the least-squares lines
of Fig. 5), and with S = 540 m/s (from the free-form curve of Fig. 8),
we obtain A = - .201 for the shock; taking account of actual rise time
(Figs. 2 and 3), A becomes .217 at the time of peak velocity.
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Fig 8. Times of Arrival of Precursor and Main Wave, vs. Distance from Shot
Point, for Event MP2. Main-wave arrivals were defined as points of maximum
curvature in the measured acceleration pulses. The main-wave curve was
free-formed; the straight line for the preecursor is a least-squares fit to the
data shown, which include the inverted triangle (N7) and hexagon (0) at
- 7.1 m, but no points at - 5.3 m. The point at - 3 m came from stress-gauge
records.

However,values of S from 300 to 980 m/s are possible owig to uncer-
tainties left by the gauge records as to how and where the main wave
and precursor separate (Fig. 8). The value 540 M.'s was obtained by fit-
ting the points with a curve that allows S to fall about as gradually with
range as the data permit; even so the fall is rapid-but no measurements
suggest that S should drop discontinuously as peak loads decrease, and
laboratory compression tests suggest that it should not.15

A near-discontinuity would be needed for S to be as low as 300 m/s
at 5.22 m, and the A-value (- .36) reached in a shock would then lie out-
side the permissible A-range. On the other hand, 700 m/s is about the
largest value S can have if the precursor and main wave separate at a
range > 5.22 m (which is likely, since all four points at - 5.3 m fall
below the precursor path; Fig. 8). With S = 700 m/s, the porosity limit
is still exceeded at gauge-failure time (A = -. 36), but A = - .26 at the
final time of Figs. 2 and 3; indeed, over the period covered in those figures,
an increase in S from 540 to 700 m/s does little else than lower all

i
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Table 1. Legends for Fig. 8.

Group Symbol Arrival Time Range

A 0.9 3.01

B 0 1.685 4.13
* 1.84 4.01

A 2.01 4.01
0 1.93 4.01

C 4 4.0375 5.42
A 4.5250 5.42

o 3.6125 5.25
o 3.9500 5.25
V 4.4250 5.22
V 4.4250 5.22
0 4.200 5.26

D V 8.2570 7.06
A 8.5250 7.13
O 8.8500 7.11
0 8.8000 6.85

9.0375 7.16

E 0 15.6625 9.50
A 16.5250 9.51
0 15.9625 9.54

F V 27.6875 12.56
O 26.7250 12.55
O 27.7500 12.64
A 28.0000 12.61

G 0 15.8000 16.77
0 15.8000 16.87

A 16.2000 16.82

H 0 27.8000 30.00
0 28.3M0 30.05
V 28.4000 29.98
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A-values by .07-.08, without changing the shape of the compression curve
(e.g., A-values at 5, 7 and 9 ms become .211, .260 and .297, respec-
tively). Likewise, cutting A(r) by a mere numerical factor lowers all hoop
and radial strains by that factor, and hence makes little change in the
shape of the A-curve. Using such a factor, peak radial velocity can be
brought from its value on the least-squares line (108.5 m/s) to the observ-
ed value (79.6 m/s), but the least-squares figure is the more likely; there
is at least as much reason to trust the points at - 7.1 m in Fig. 5 as
the point at 5.22 m, and a line drawn from the mean of the 7.1-m points
to the one at 5.22 m would have the improbable slope of -1.72.

In sum, main-wave speed may have been set too low and peak velocity
too high (mainly the former) in reading MP2 data for Figs. 2 and 3, mak-
ing their final compressions too large. Yet such misreadings cannot-
plausibly-have caused a) the g-values of Figs. 2 and 3 to exceed the
material's measured porosity, or b) the rise in A after the time t, of peak
radial velocity. Further, on the available data, values of p at time t,
are hard to alter much from those of Fig. 2 (or 3). We therefore note
that, in every case, p is lower at time t, and the peak c,-vaue higher,
than behind a shock of the same speed and peak radial velocity: At time
t, in Figs. 2-4, 6 and 7, respectively, -A is equal to .217, .217, .176,
.162 and .159, while peak upper-bound values of a, are 95.3, 94.9, 80.0,
24.9 and 24.3 MPa; for shocks these A- and ar-figures become .201,
.201, .166, .144, and.141, and 107.3, 107.3, 88.7, 28.8 and 28.0 MPa.
Thus, the structure of the field, which has no effect on compression in
a true shock (nor does shock heating here), is such as to augment shock
compression over the short rise times of the pulses (- 1/2 ms at 5.22
m). The field properties that govern changes in compression will now
be made explicit.

At a given instant, material moving at radius r with velocity u forms
the surface of a sphere whose volume is changing at the rate of
47rr'u. Said material will be undergoing compression if and only if the
volume of a slightly larger sphere is changing at a lower rate (i.e., if and
only if r2 u is a decreasing function of r). From Eq. (3) and the power-
law decay of peak velocity implied by the line in Fig. 5, it follows that

r2u = Kr2 ,p/r = K(r)2, n-2  (11)

where (p refers to whichever pulse-section (precursor, rise or decay)
presents itself at radius r at the given instant, and - n and log10 K are the
line's slope and intercept. Also, since a and 0 [Eq. (2)] are stationary
with respect to r at the ends of any range iterval (above) the only pulse
whose form enters Eq. (11) at p - 5.22 m is the one recorded at that
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range (top half of Fig. 1). Thus, in - 10 ms, the decay-section of p falls
from 1 to -. 75, but has almost stopped falling by then (peak velocity
drops by a factor of -4 in that period, and keeps dropping). Therefore
(and for simplicity), suppose first that s is constant. In that case r~u
decreases with -whence material becomes more and more
compressed-if r ! 2 (for, r/r = 1 +D/r, where displacement D
decreases rapidly with r at any time during the always-outward motion
of Fig. 1). Thus, the long rise in # past the porosity limit (Figs. 2 and
3), is simply the result of steep decay in peak velocity with range
(n > 2.7), coupled with a velocity at 5.22 m that soon stops falling. And
now comes the rub: Accelerometers of MP2 type often develop small,
long-lasting offsets from their baselines that cause errors in velocity to
grow; their output, as a result, is generally given less and less credence
as time advances. Hence, we recomputed the strain path and stress
bounds of Fig. 2, allowing the initial rate of decay of the pulse at that
range (Fig. 1) to last forever. As Fig. 9 shows, -A [=/ (1 + 11)]
again ises after time tv, but it reaches a reasonable peak (.262) and then
drops.

To understand how the factorp [Eq. (11)] affects compression, note
that the farther we go in radius at a given time, the closer we come to
the front of an outgoing wavetrain; the velocity seen at the larger of the
two ranges thus occurs a shorter time after arrival of the pulse at that
range. Hence, in the decay-section of a pulse of unchanging shape, 0
increases with range. Of course (Fig. 1), pulse-shape does change with
range here (as usual), the pulse spreading as it travels; the time in which
,p falls from 1 to .9 (say) increases with range. On moving outward at
a fixed time, ,p therefore approaches 1 more rapidly than if pulse-shape
were unchanging; on the decay-section of a pulse, the increase in (p with
range at fixed time is thus enhanced (though not dominated) by pulse-
spreading. In short, the decay of (P makes r2u more positive, tending
to cancel the compressive contribution of the other two factors in
Eq. (11). The growth of that tendency, causing a downward curvature I
of IA with time, is also readily understood; for, Eq. (11) implies that

[6(r 2)II(ru) = 2(b)I(1I+e) - (n-2)(6 )/r + (b )/,, (12)

where D/r is r0 am hoop strain, and 6 here is a variation in " at xed time
(6 r is the arbitrary initial thickness of a spherical shell at location r).
Since 0 :s es 4 1 and (5 r) I t is time-independent, the only term on
the right of Eq. (12) that can change much with time is (6 (P) / (. For
a given 6€ >0, that term grows as ,p decays, whence it adds ever more
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Fig. 9. Strain path and stress bounds of Fig. 2, but with velocity decaying
at a constant rate (solid line). The format, and the strain path up to point "4",
are those of Fig. 2. The measured pulse (top half of Fig. 1) is traced by the
dashed curve at the upper right. The dashed straight line decays at the greatest
fixed rate for which compression increases while radial stress decreases.

increments to changes in r 2U, and slows the rate of compression more
and more (downward curvature).

Interplay of the terms of Eq. (12) is simplest in Fig. 9 because a
linear P- T relation makes 69 only weakly time-dependent [bT / 6 " depends
on time; Eq. (1)]. As the decay rate is increased, both peak compres-
sion and its time of occurrence, tc, decrease. At a critical decay rate,

J
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t, becomes equal to the time when a,, along its tensile upper bound,
equals the peak lower-bound value of j,; if t, exceeds that time,
then a, itself must fall while ja is rising. The decay rate is
critical on the dashed line of Fig. 9. In the same sense, if ,p-decay is
fixed, then n also has a critical value-2.24, for the solid line of Fig. 9.

One further point: Relative to Fig. 2, ja increases only slightly in
Fig. 7 after peak-velocity-time t,, even though the pulse-forms at 7.13
and 5.22 m are much alike (Fig. 1). That happens mainly because the
pulse takes much longer to decay at 7.13 m than at 5.22 m. Thus Fig. 7
spans only the time of most rapid velocity decrease at 7.13 m in Fig. 1
(in which period p falls - 3/5 as fast as on the solid line of Fig. 9). After
time t, the compression curve of Fig. 7 is therefore relatively straight
Also, a smooth curve through all the pulse-width data [as in Fig. 5 for
A(0-) gave the function W(P) actually used; pulse decay at 7.13 m is
somewhat hastened as a result, increasing the fraction 3/5 to - 5/6.
With 1/" and f0 smaller at 7.13 m than at 5.22 m, the sum of the first
two terms on the right of Eq. (12) (which are compressive), shrinks
relative to the third (which is expansive). The compression curve of
Fig. 7 is therefore relatively flat after time t,,. At later times than in
Fig. 7, the velocity pulse flattens and compression climbs above the poros-
ity limit, as in Fig. 2; the gauge fails before probable gauge drift turns
to certain drift, but radial velocity is plainly rising at the end.

Independent Data, Models
and Conclusions

Data from the MP2 event firmly back the view that, on the strain
paths followed in situ, all stress components depend strongly on shear
strain. Each compression history deduced from the data at nominal ranges
of 5.3 and 7.1 m, including sensitivity-study paths (Figs. 4 and 7), shows
a sizable period of growing or constant compression, during which radial
stress falls, No such behavior occurs in hydrostatic laboratory tests, nor
is it observed for uniaxial strain, either in situ or in the laboratory. Over
the years, those two kinds of test (hydrostatic and uniaxial strain) have
provided most of the material properties data for calculating explosively
driven soil motion; they differ in their ratios of shear strain to compres-
sion (the present strain paths differ from both in that same respect.) It
was observed early on that the hydrostat for a porous tuff (- 5% air-
filled voids) was much softer in uniaxial strain than hydrostatic strain,
a result deemed due to the breakdown of pores in shear.' With still more
shear along present paths, we find hydrostats to be-at the least-a good
deal softer yet. Indeed, at and near times of stationary compression, when
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only shear strain occurs, radial stress appears to drop at about the same
steady rate as at other times.

The message of the early tuff data has sunk into soil models, but
not far. Modelers recognized that hydrostats derived from uniaxial strain
tests could differ grossly from those of hydrostatic strain tests, and opted
for the former as being better suited to fields with steep-fronted com-
pression waves (a step in the direction of strain-path methods). However,
mean stress P is still related to compression a-one in most models. Typical-
ly, the models admit pore collapse by stating that P-# curves are steeper
on unloading than loading-far steeper for soils, as in Fig. 10.

Four of the five models used to calculate MP2 motion (preshot) had
hydrostats resembling that of Fig. 10. The fifth has the rate-dependence
of a standard linear solid; mean stress drops when the uniaxial leg of the
strain path (Fig. 2) gives way to the shear leg-but it soon levels off,
whereas (above) MP2 stresses steadily fall. Even at - 7.1 m the models'
conflict with MP2 data is clear: If compression drops appreciably, as in
Fig. 6, then (Fig. 10) the models have mean stress falling much more

rapidly than Fig. 6 implies; if compression increases slightly, as in Fig. 7,
then the models have mean stress rising-not falling steadily, as
Fig. 7 implies.

The models collide most seriously with MP2 data at - 5.3 m. There
mean stress decreases steadily despite a large increase in compression.
That happens (Fig. 9) even if an overcorrection (probably) is made for
gauge drift-drift being the most likely cause of the surplus compression
seen at late times if the gauge record at 5.22 m is taken literally (above).
The hydrostat of Fig. 10 fails to provide even a starting point for describing
such behavior, whose physical burden is that mean stress is greatly
relieved by shear strain (negative bulk moduli are not the answer). Soften-
ing of MP2 kind can be handled within the framewock of non-ideal plastic-
ity, which a few models of explosions embraced years ago. However,
while capable of quite different behavior than the others, models that
include non-ideal plasticity and/or rate effects have usually given stress-
strain curves and motions much like the others'. Indeed, that fact is a
major reason for the longevity of simpler models. Another is historical:
The models are outgrowths of ideal elasto-plastic theory, which, in
simplest form, has P proportional to A. Non-ideal plasticity was later
invoked to control the excessive inelastic growth of porosity ("dilatancy")
implied by the associated flow rule for some frictional materials in shear.
Here we confront the opposite effect-a large inelastic loss of porosity
for such materials in shear ("compactancy"?).

The effect in present form was first found on in-situ strain paths when
those paths, and stress bounds, were deduced 2 from SCOOTER pulses.

?1M
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In the SCOOTER event, 14 useful pulses were measured only at shot
depth, without redundancy. By luck, the range of the SCOOTER pulse
closest to shot point, when simply-scaled to MP2 yield, is very nearly
5.3 m. However, peak velocity in that pulse was much too high to fit
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Fig. 10. Mean Stress vs. Excess Compression in a Model of MP2 Alluvium.
The hysteretic relation pictured here fully defined mean stress in the
preshot calculations made at Applied Theory, Inc. Mean stres was indepen-
dent of shear strain in every model used for preshot calculations of the MP2
event.
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with the rest, and was given little credence by its measurer.15 Hence,
while the pulse's form-factor p, was retained, its amplitude was set by
a least-squares line through the other points (log A vs. log P). The
resulting strain path and stress bounds appear in Fig. 11. Their early
cutoff is due to failure of the gauge in question, but they last long enough
to tell the same story as the curves of Figs. 2, etc.-with considerably
less confidence.

Shortly before event MP2, stresses were also measured in the
laboratory along strain paths like that of Fig. 2, ueing samples of MP2
soil. At the point where uniaxial strain gives way to nearly pure shear,
radial stress starts to fall (Fig. 12). The drop is shallow and short-lived
but becomes more pronounced in the laboratory P-ju curves (Fig. 12).
Qualitatively, that result (u rising, P falling) agrees with our MP2 and
SCOOTER results, and is not compatible with Fig. 10. In quantitative
terms, it differs greatly from the MP2 and SCOOTER results. Among
the more likely explanations for that fact are far lower laboratory loading
rates (by a factor > 105), differences between laboratory and in-situ
properties, and lower laboratory stresses. As for inttW. preting MP2 data,
the assumption of spherical symmetry, power-law decay of velocity, and
broad trends in the waveforms, are all subject to error. Symmetry of
the field is assured by the data, but only within its sizable scatter-and
with a possible exception in Fig. 5: Peak velocity may fall faster with
range along one gauge-line (downgoing; symbol 0 ) than on the others
(measurements were made in five directions from shot point); however,
the point at - 30-m radius is suspect (it would force faster falloff than
r- 7 at 30 m), and there are only three others. Otherwise, no signifi-
cant directional differences are apparent- at least in peak velocity, and
in precursor and main-wave arrival times.

Again, if peak velocity were considered exact at 5.22 m, and were
coupled with the linear pulse-decay of Fig. 9, then A(r) would fall slow-
ly enough at that range to undermine our mrain result there (a rising,
P falling). Such a procedure, however, is less reasonable than that adopted
here, since peak velocity is a random variable. Besides, results that de-
pend heavily on detailed data at the limit of a measurement's range, are
innately less credible on that account (which would have been reason
enough to vary the waveform at 5.22 m). Moreover, on testing the
hypothesis of a quadratic (log A, log r) relation, we found it less prob-
able than a linear one, and even the quadratic supports our broad con-
clusion (sensitivity of stress to shear strain; Fig. 4). Further, the models
have a more severe problem vis-a-vis the data than their P-At relations
suggest: The fall of a, is clear. Yet, radial compression constantly in-
creases, and its increments so far exceed hoop-stretch increments as

.,. -4
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Fig. 11. Strain Path and Stress Bounds for the SCOOTER Event at a Slant
Range of 16 Meters (5.3 Meters When Simply Scaled to MP2 Yield). The cuT ves
were computed from velocity pulses measured on a horizontal line through
shot point, at ranges of 15, 30, 45 and 60 meters. The 15-m pulse was
multiplied by the factor .3 to make it consistent with the motion amplitudes
measured at the other SCOOTER ranges.
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to render volume either about constar or decreasing. No MP2 model
is qualitatively compatible with such behavior.

In the order of declining confidence, the ,onclusions drawn from the
data-especially MP2 data-are these:

i) The stress-strain curves generated in all calculations of MP2
motion go wrong after peak velocity is reached.

ii) All components of stress are greatly relieved by shear strain,
on the strain paths actually followed in such events.

iii) The effect (ii) persists in the face of substantial decreases in
volume.

The mechanism of shear-induced pore collapse, long recognized, will
account for these findings. In any case, to dispute them is to argue with
the measurements. Unfortunately the MP2 data are arguable, which is
the main source of uncertainty in the conclusions stated. Still, their con-
firmation is likely when more consistent and complete measurements are
made in future explosive events. That surmise calls forth our overriding
conclusion: There must be more events like MP2 because conclusions
i)-ihi) are so basic. If they are borne out, then the models' impressive
postdictions of explosively driven soil motion will come to little more than
roundabout curve-fitting. The models will then become credible tools for
extrapolation (i.e., for predicting unfamiliar ground motions) only after
fundamental revision.

Much can be learned from laboratory tests along the proper strain

paths, which are known, but at present nothing can replace the measure-
ment of stress-strain curves ip situ. By making radial stress accessible
through radial motion alone, the methods described here will, in part,
furnish those curves. In so doing, they can also supply the independent
data needed to fix the accuracy of stress gauges, whose improvement
is the key to the problem of modeling explosions.

Appendix
With n = 0, 1 and 2, respectively, uniaxial, cylindrical-radial and

spherical motions are governed by the equation

p = - araar - n(a,- ao)/r (11)

where r and o'r denote distance and normal stress in the direction of
motion; ag is hoop stress. For motion that begins with compression of
material in the r-direction, but not at right angles to that direction, we
again have a0 s a,,; also, oa remains o, as long as the principal strain
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in the r-direction becomes increasingly compressive, and no compressive
changes take place in the other two principal strains. During that time,
Eq. (11) implies that

P14 > -t r/ar (12)

Thus, the lower or-bound given by Eq. (8) flows from Eq. (11) for all

n, and not just n = 2. As for the upper (tensile) bound, we find that

pi = -8o,/ar - n(ar + T)/r = (1/r") 8r" (Or + 7)]/ar (13)

or

C9 - Tf(rf/rg) - 1] + (r/rg)Pudr (14)

If r is the position of an arbitrary material element at some initial time
ti, then mass conservation is expressed for n = 0, 1 and 2 by the relation

p r ndr = pit (15)

where pi and p again denote density at times t i and t. Using Eq. (15)
to eliminate p r" dr from Eqs. (8) and (14), we find that

p~~~~w ~ dt :5a f u dr (16)

With n = 0, the upper and lower bounds of Eq. (16) are the same;
motion determines C r uniquely, since ar is the only stress component
that affects i when n = 0 [Eq. (11)].

The limited ability of all materials to sustain shear stress means that
a, - a$ has an upper bound other than the tensile limit a, + T. Thus,
there exists a second upper bound on Cr in terms of motion. That
bound is readily derived for the case of a Mohr-Coulomb-von Mises
material, i.e., a material for which (if ar > e)

, - ae ; Min(a + bP, y,,) ;3Pm a,. + 2 ae (17)

where a, b, and y , (von Mises' limiting value of er - a0) are material-
specific constants, such that a :< y,, b z 0. Besides the shear-strength
limit [Eq. (17)] oq is still constrained by the tensile-strength limit C8 _
- T. Thus the accessible region of the (a, ae)-plane has a continuous
lower boundary B comprised of three straight sections-straight because
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equating a, - a# to either a + bP, y. or c, + T leads to a linear (a.,
a,)-relat ion. The or-range on which each straight line forms a part of
B is set by the points at which the lines cross; accordingly, we find that

Bor Z o (18)

where

1- 7- T o r < a,

B 1 2
= (1-1/3b)a, - a]/(1+2b/3) ; U < Ur < U, (19)

2
Or - yM; Orr 2: o r

and

a, = [a-(1 + 2b/3)T]/(1-/3b) (20)

or = [(1 + 2bl3)y,-a] lb (21)

It follows from Eqs. (11), (18) and (19) that

p ii a a,/3r- n(f3ta, + IO/r
- nK/r- [,(rnaa,)irJrna (22)

where

1 and T; ar:5, 7
1 23andK bl (1 +2b/3) and al ( +2b/3); a, < a, < or  (23)

0 and y,,. ; ar ar2

Rearranging Eq. (22) and integrating [as in moving from Eq. (7) to
Eq. (8)), we obtain the bound

ag j (r/rd)' (pu + nKIr) dr (24)

Time is a fixed parameter of Eq. (24) just as in Eqs. (8) and (14).
Now, however, on integrating from rf to r, 1 and K change [Eq. (23)]
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at whatever r-values mark the passage of a, from one to another of the
regions or, _.5 4, a, < a, <o and O, 2 a . The changes can be made
if we know how 0. varies with r at any given time-but if that were
known, there would be no need to bound a, in the first place. To break
the deadlock, recall that the key to an upper bound on ag lies in
bounding p 4i from below, which is achieved by bounding ae from below.
Strict use of curve B for that purpose leads to the bound a B [Eq. (18)],
whose sections cover specific o,-ranges. We don't know how to relate
those ranges to the position r, but we can avoid the need to do so by
observing that as a, increases, each successive section of B lies on a
steeper line than the one before it. Hence, if we let a smaller stress than
or ( , say) determine when each section of B is used, then the value

of ao found on B for a given a, (a0 , say) will be at least as low as
Uo-and au3Lwill also bound o0 from below. More precisely put:

If

B. B
D o0 is given by Eq. (19), and a9 ! (o [Eq. (18)1

Lii) a, O rr

(25)
iii)

L 
1--T r -5 Or

BL 1 L 2
oo [(1-13b)a, - a]l(1+2b/3) ; ,. < Or < or

L 2
Or - yvm ; Or a ar

then

BL B

As proof, note that B consists of sections of three curves (straight lines
here), namely f, (a,), f2 (or,) andf 3 (a,), with the following vital proper-
ty: 12 L f, for all ar, a ', and f 3  f2 for all a . o (.Now suppose
that a, a a. Then aB = fs(q,). Also, since < a either a' _<

(,) or a, < o,'< a2 or ,Lr a'.In the first case OfL= f3 (a,)
a B; in the second BL 12 (a,) ; in the third OIL - f (ar). But.f3 (or)
;2t f2 (a,) - A (a,) [since or > : > all, whence oL o

Similar reasoning tells us that aL < 01 < or, < 2 , and
oBL = aj if Or < r; q.e.d. The lemma has obvious extension to any

number of B-sections.16
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To apply the lemma, we need a lower bound a L on ar, where
o 'is a known function of r. Such a bound appears on the left of Eq. (16),
and we therefore write

L -) piu d (26)

Integrating backwards from tf [Eq. (26)] makes it easy to determine
eLas a function of ', the upper limit of integration-and hence as a func-
tion of r [ r(r, t)]. Since a, _5 awe again obtain Eq. (24), except
that

land T; a, Ls ar I L 20and_-i bl/ (1+2b3) and al(1+2b3); r < ar < r

L 2
0 and y. ; a2tr r

In applying these formulas to MP2 data, T, a, b and y, were assign-
ed the values .5 MPa, .5 MPa, .8 /'J and oo, respectively.12
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Modeling Lg Codas of P-SV and SH
by Vertical Boundaries

C.Y. Wang and R.B. Herrmann

Summary
We are attempting to model the effect of 2-D heterogeneities upon L.

wave excitation and propagation.

Conclusions and Recommendations
The mathematical theory developed works. The earth models con-

sidered are simplistic because

(1) no mode conversion is permitted
(2) no wavetype conversion (Love-Rayleigh-Love) is per-

mitted
(3) the two-dimensional character of the model does not give

correct geometric attenuation of the coda for comparison
to real data.

On the other hand, we have been able to demonstrate the effect of
vertical and horizontal layering on the shape and extent of the L. arrivals.
Future work will address the problem in a different manntr by consider-
ing the effect of a three-dimensional distribution of point scatterers on
Lg surface waves. This work will yield the correct geometrical spreading
as well as conversion from Rayleigh to Love waves and back.

Introduction
Most current theories about the coda of L. waves are concentrated

on the seismic scattering from inhomogeneities in the crust and upper
mantle. These models mostly assume stochastic processes and consider
the average behavior of the waves interacting with randomly distributed
particles (Aid and Chouet, 1975; Sato, 1984). This statistical nature,
however, makes it difficult to isolate the individual factors which affect
the coda. In this report, we try another approach to see if some kind
of deterministic solution is still possible to describe the complicated ray
path effect such as coda.
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The basis of our approach is to find an analytic solution for a model
more complex than just plane horizontal layers. Upon the horizontal layers
we add several vertical cylindrical boundaries which are centered at the
source (Fig. 1). These vertical boundaries describe some sort of lateral
inhomogeneity, hence, they make the problem more two-dimensional.
An analytic solution ex: '.'s in such a model if the materials in each an-
nulus satisfy the Higuchi conditions (Kazi and Niary, 1983), which keep
the eigenfunctions unchanged when crossing a boundary; therefore, mode
conversion does not occur. These restrictions, although extreme, make
a close form of solution possible. To some extent, this model can be looked
at as a limiting case describir.g lateral inhomogeneities. Our aims focus
on the effect of multiple bouncing of waves among horizontal and ver-
tical boundaries.

Theory
First, we assume the materials in each annulus of vertical cylindrical

model satisfy the Higuchi's conditions:

A1L _/2L _ _1L X2L

AIR A2R XIR X2R

2 2RFig.01 Vetia cylindricalP b m
IL 0IR 2L -2R CL  CR

= 0

Fi. I.Vericalcylndrial bundry mdel

2L

im ,, n, i ,ii i li n i i i li I [ II ill i i l ll2
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where the numbers indicate the layer numbers and L and R are for two
medium on the left or right side of a vertical boundary. The value of p
is unity for SH and higher mode P-SV, but for the fundamental mode
P-SV wave this value is the solution of Rayleigh equation if XI are cons-
tant for all layers. Under these conditions the eigenfunctions will have
the same shapes in each medium, thus, there is no mode conversion
(Alsop, 1966). These conditions can be verified by applying the differen-
tial equations for elastic wave propagation. Since the application to P-SV
is proposed first time in the literature, some numerical tests are con-
ducted (Fig. 2). Figure 2a shows the radial displacement eigenfunctions
from two Higuchi media. These eigenfunctions match each other suffi-
ciently well if some numerical error is allowed. Figure 2b displays the
component ac/co3 which is calculated using the perturbation of energy

(a)

Ur Mode = 3 r Mode = 3
(kin) 9,350E- 1 8.786E- 1

10 6.10 3.52 270 5.20 3.00 2.00

20 Z 6.41 3.70 2.90 5.38 3.11 2.21

25 6.24)3.60 2.80 528 3.05 2.10

40 6.70 3.87 3.00 5.56 3.21 2.35

8.14 4.70 3,40 6.30 3.64 3.06

Perd: 0.20 2.00 4.00 Perd: 0.20 2.00 4.00
(sec) (see)

Fig. 2a. Radial displacement eigenfunctions from two models which satisfy
the Higuchi's conditions.
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(b
DCDB Mode =2 DCDB Mode = 2

(km) 1.0W E-1 1.004 E-I
; 0

S b d a b d

10 6.10 3.52 2.70 5.20 3.00 2.00

20 6.41 3.70 2.90 5.38 3.11 2.21

25 6.24 3.60 2.80 5.28 3.05 2.10

40 6.20 3.87 3.00 5.56 3.21 2.35

8.14 4.70 3.40 6.30 3.64 3.06

Perd: 0.20 2.00 4.00 Perd: 0.20 2.00 4.00
(sec) (sec)

Fig. 2b. acla varying with the depth from two models satisfying the Higuchi's
conditions.

integrals (Wang, 1981). The agreement of two curve sets in Fig. 2b fur-
ther proves the correctness of the above Higuchi's conditions, and also
shows the stability of our eigenfunction calculation. Note that there is
a low velocity layer in the velocity model.

Assuming no mode conversion at the vertical boundaries, we set up
the lateral cylindrical layer response by Haskell's matrix method. The
boundary conditions to be satisfied are not vertical, and the wavefields
are propagating in the horizontal direction. A similar mathematic expres-
sion of these wavefields can be found in Luco and Apsel (1983). The
derivation is straight-forward but trivial as in the general Haskell's theory
for layered medium. The effect of lateral layer boundaries can be sum-
marized as
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u(rzw) = F(ko ) S(k,) H, ) (kr)
mode

In this expression, the F(k,w) is the standard medium response to
a point source, S(k,w) is the effect of the lateral inhomogeneities. Every
mode is scattered differently, then they are summed to form the final
solution. In the P-SV case, the phase conversion between P and SV mo-
tions along the horizontal as well as the vertical boundaries are included.

To confirm the theory as well as the computer programs, a simple
test is conducted. Figure 3a is the waveforms generated in a simple crust
model which has a 40 km top layer. The source is at 10 km deep with
dip-slip mechanism and the receiver is at 450 azimuth and 100 km away.
The highest frequency used is 10 Hz. A higher mode wave of pulse shape
followed by a low frequency fundamental mode can be seen in this figure.
Upon this simple crust model we start to add on some vertical boun-
daries. In Fig. 3b, a vertical layer with 10 km width and 2 km/sec shear
velocity sandwiched by two 12.5 km and 5 km/sec velocity layers are
inserted in the middle between the source and the receiver. The horizontal
two-way travel time in each vertical layer is 5 or 10 seconds. We can
see that the reflected waves come in at 5 seconds apart, and their
amplitudes are quite close to the values estimated by the simple reflec-
tion and transmission formula. In Fig. 3c, this vertical layer model is put
outside the receiver. The backward reflected waves generated seem
stronger than the forward transmitted waves as those in Fig. 3b. If the
vertical layers are placed with the center at the receiver, i.e., the receiver
is surrounded by several reflection boundaries, more realistic coda shape
waveforms are obtained as shown in Fig. 3d. The back and forth multip-
ly bounced waves arrive as a decaying tail. Their polarities also show
an interesting pattern as expected. The fundamental mode arrivals seem
to act in a different way compared with the higher modes.

Test
With the success of the above example, we now try more complicated

cases. On the simple crust model (Fig. 3a), we insert five small horizon-
tal layers. Each is 1.2 km thick and has the shear velocity increasing evenly
from 3.63 to 3.77 knsec. A much complicated waveform results in this
layered model as seen in Fig. 4a. Next, we create a lateral varying velocity
model by fluctuating the basic velocity with 10%. In Fig. 4b, we put these
random velocities in twenty 1 km layers around the receiver which is
at 100 km from the source. A coda tail starts to grow as the waves are
reflected back and forth among the boundaries. If these vertical layers
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(a)-

z 100

IA

b r•

X 6.15 3.56 2.8
8.09 4.87 3.3

I

SH 100

0 10 20 30 40 50 60 70 80 90 100 110

T - 25.00

(b)

Z j 100

10
1 125 125 km

X q1

coo 4867

CI

0 10 20 30 40 50 60 70 80 90 100 110
T - 25.00

Fig. 3. Tests of vertical boundary effect on a simple crust model. Models are
shown on the right side of each three componet set of seismograms.

are moved to the source side, the tail becomes weaker because of the
smaller transmission coefficient than reflection coefficient (Fig. 4c).
However, the case can be made more complex as that shown in Fig. 4d.
Forty randomly-fluctuated velocity layers with 0.5 km thickness are
distributed within 20 km width around the source. The coda tail is again

f well-developed. In this case, although the vertical boundary layer ii so

l! ! !1 lllll ! II !F! lll Illl mm • i ~ ml~ll IH~l~ I N m,.... .
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(C)

___6V__"4A___- 100
XI?

SI

4.87

SH J 100

I p p j p p I p a
0 10 20 30 40 50 60 70 80 90 100 110

T - 25.00

Z 0 100

10

X tD355

4.87

SH I 100

I i I I I I I I ... I. I

0 10 20 30 40 50 60 70 80 90 100 110
T - 25.00

Fig. 3. (Continued.)

close to the source, the main L, wave shape still keeps the same as that
for the horizontal layer (Fig. 4a). Hence, if the horizontal layering is domi-
nant in an area, the energy trapped in the layers may travel far without
contannation by the local inhomogeneities.

Now we know that the vertical boundaries can be made complicated
to generate stronger codas. Figures 4e and 4f are further examples. The
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~ 1 (a)

z 0 - 100xj

U.)

SH _ _____ 10o

xI

XC62

0 5 10 15 20 25 30 35 40 45 50 55
T -20.00

(b)

I .--.100

x

I

100
SH2 I - %~100

I I I .. I l I ..

0 5 10 15 20 25 30 35 40 45 50 55
T -20.00

Fig. 4. Effect of horizontal and vertical boundary layering. Models areaccompanied with each seismogram set. The receiver is at 100 km away asindicated by a small tick. The velocity fluctuation is 10%.
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(c)
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0) 5 10 15 202 0 35 4 5 5 5
T -20.00

(d)
co0
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X
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Fig. 4. (Continued.)
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V(e)
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T -20.00
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T -2000
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t r lnert i SteMa-rept rhriiyaeue ooasr
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T -20.00

F~ig. 4. (Continued.)

model contains more random and more thinner layers, the coda has bet-
ter and longer tail. As the mn-free-path or turbidity are used to measure
the strength of scattering, the randomness and density of vertical layers
are required to explain the codas in our model.

In the last example we use a more realistic model which has a low
velocity sedimental layer at the top. The lateral vertical layers used are
200 km wide distributed in 3000 km range, and the velocity fluctuation
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is 2.5%. Figure 5a and 5b are the waveforms with and without lateral
boundaries, respectively. We used 0.025 second as the sample rate, which
is able to generate 20 Hz waves. Figures 5c and 5d are waveforms after
the absorption of intrinsic attenuation. We can see the scattered energy

(a)

0 140 A I3 4 0 6 1 00 ROD

T - 125.00

(b)

ZI ooL
Ic' x CQ 500

.... ,. Soo
x

SH 500

I j ... I I i I I I T' I

0 10 20 30 40 50 60 70 80 90 100 110
T -125.00

Fig. 5. High frequency synthetic seismograms from an east United States
model. The vertical boundary model is a 200 km layer distributed within a
3000 km range. The velocity fluctuation is 2.5%. Figures Sc and 5d cortes-
pond to Figs. 5a and 51b after adding on the Q absorption.
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i X,

x

SH 0  w-- 500

I I I I I I I I I I I I I

0 10 20 30 40 50 60 70 80 90 100 110
T - 125.00

(di)

500

I

x

* x

0_)

I I I I I I i • I i I
0 10 20 30 40 50 60 70 80 90 100 110

T - 125.00

d a b rho Qa Ob
0.25 2.305 1,295 2.30 300 150
0.75 4.824 2.710 2.67 1200 600
6.00 6.177 3.470 2.75 1500 750

18.0 6.533 3.670 2.90 2000 1000
18.0 7.084 3.980 3.00 2000 1000

8.152 4.580 330 2000 1000

Fig. 5. (Continued.)
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prevails in the high frequency range, especially after the absorption of
attenuation (Fig. 5d). This implies that the scattering might affect the
value of the apparent Q in the high frequency range.
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Analytic Approaches to Linear
and Nonlinear Attenuation

W.R. Wortman and G.D. McCartor

Summay
A review of near-field data from explosions indicates that nonlinear

behavior extends wcll beyond a few hundred metesAet. Frequency depen-
dent contriuto to Q, perhaps from wattering, can lead to underestimates
of magnitudes using .pectral ratio methods.

Introduction
Until recently it has been assumed that the behavior of rock beyond

the radius of cracking (>_ 100 nkt') due to an explosive source shows
a linear but perhaps inelastic character. Beyond 300 n/kt -'1, the "elastic
radius," seismic propagationl has been taken as nearly elastic with mild
attenuation due to anelasticity which is generally described in terms of
Q or Q-1, the "internal friction." As a result a major topic for study
for seismic detection is that of the behavior of path integrated Q-1 as
a function of path, frequency and possibly amplitude. The approach to
the study of Q - has been largely phenomenological and experiiaental
with only moderate consideration of physical mechanisms or use of analytic
techniques.

in this paper we shall review the data from explosions at ranges from
about 10 m/kt v, to 3000 nkt , in order to establish the extent to which
the attenuation must be described as nonlinear and the extent to which
Q- 1 is dependent upon frequency. It will be found that these near-field
data suggest a significant nonlinearity for which an empirical Q- 1 is con-
sistent wVth being linearly dependent upon amplitude at large strain but
which becomes constant at small strains.

A. Near-Field Data and
Nonlinear Attenuation

Near-field data from explosive sources in salt provides the best
available information on the attenuation of pulses in the moderate strain
regime. These data are from: Larson's work in pressed salt with scaled
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ranges from 10 m/kt (mean frequency 104 Hz); SALMON nuclear ex-
plosion in dome salt with ranges from 100 m/kt% to 400 m/kt 3 (mean
frequency 5 Hz); v-4 COWBOY series tamped chemical explosions in
dome salt with ranges from 200 m/ktA to 3000 m/kt 3 (mean frequency
10 Hz or greater). A plot of peak velocity versus scaled range is shown
in Fig. 1. This illustrates the well-known result that simple cube root
scaling applies with remarkable accuracy to data from events with a yield
variation of ten orders of magnitude (and thus a range of frequencies span-
ning more than three orders of magnitude). This result is all the more
interesting because it takes place in a regime where the peak values of
both velocity and displacement fall off much more rapidly than 1/r. That
is, for this spherical geometry, the behavior cannot be simple elastic since
the decay exceeds that for geometrical divergence alone. The residual
attenuation may result from linear but inelastic (i.e., anelastic) behavior
or from nonlinear attenuation. In either case, the existance of simple scal-
ing demonstrates that the effective Q- 1 must be nearly independent of
frequency, at least for this frequency and strain regime. The peak strains

10 3

102

10 w

Chemical explosive A4
LX04 and PETN A

10 - 1  &Chemical explosive
low-density TNT A

oNuclear explosive

10- 2  _ I I , ., . JUL ... .
10- 1  10 102 10

Scaled range, m/ktV

Fig. 1. Peak particle velocities from explosion in salt, from Larson (1982).
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( peak velocity/propagation speed) from Fig. 1 range from about 10-1
to 10- 5.

In order to addresb he question of linear or nonlinear attenuation,
we now consider the implications for such possibilities. If a linear
viscoelastic mechanism is to account for these data, the effect can be
expressed in terms of a Q which is, at least approximately, independent
of frequency over the frequency range of the experiments. This leaves
some latitude in selection of an attenuation model but since the behavior
in other frequency regimez nas little effect, a reasonable attempt is to
simply take Q to be completely independent of frequency. Such a model
has been constructed by Kjartansson (1980) who provides rather simple
expressions for attenuation and dispersion which can be written as a com-
plex phase velocity

-
T1'sgn((,)

e 2 2M

where M o is a modulus, p the density, w, an arbitrary frequency scale
and -y is an arbit-ary measure of the attenuation rate. In particular,
Y - -1/ .w if Q ), 1hr. For a spherical pulse with a velocity spectrum
at radius a of V (a,w) the velocity pulse at any time is given by

1r r _ _ _

V(rt) = f 2w d ] V(a,w w exp(-o,(r-a) + iw (ti_. -t))

where

" ~ -I
(Mpl ) acos(y/2))-1

is the phase velocity, and
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Q= Wa C-1 tan(ry sgn(w)/2)

is the spatial attenuation constant.

A velocity pulse from SALMON at a scaled range of 230 m/ktv is
shown by Larson (1982) and this is used as the initial point for a study
of effects of anelastic attenuation for constant Q. A sequence of pulses
at increasing range is shown in Fig. 2 including frequency dependent at-
tenuation (et is proportional to w for constant Q) and the attendant disper-
sion. Attenuation and lengthening of the pulse are evident for this case
using Q= 10. The corresponding decay of peak velocity as compared to
the SALMON and COWBOY data is shown in Fig. 3. The value of Q
was chosen to match approximately the slope of the SALMON data (v.
- r- 188) at the initial range and it is apparent that at larger ranges the
decay is somewhat more rapid for constant Q. [It is easy to show that
for sufficiently large ranges the peak velocity will fall off like r - 2 if the
spectrum is flat below the comer frequency. Smaller Q (greater attenua-
tion) results in a more rapid onset of the r - 2 behavior.] From this it
seems that, in the absence of other constraints, a rather small Q - 10
from an anelastic model can give a rough fit to the SALMON and
COWBOY data. However, recent work at Rockwell (Tittmiann, 1983)
indicates that for strains from 10-8 to 10- 6, the Q from dome salt is
approximately 500 as measured at - 500 Hz. Tittmann further notes that
at strains greater than 10-6 Q- 1 increases significantly at least up
to strains of 10- 5 which is the maximum available in the experiment.
In short the experiments suggest that attenuation increases with amplitude
(i.e., it is nonlinear) ior strains in excess of 10- 6. The magnitude of the
measured Q at small strains is much different from that required to fit
the explosion data suggesting that a linear mechanism cannot account
for these data. Furthermore, the Rockwell data for nonlinear behavior
indicate an onset at - 10- 6 suggesting that, since even the smallest
strain from COWBOY is - 10-5, nonlinear behavior is a vital element
in accounting for the decay of the explosively generated pulses in the
near-field. We intend to apply the spectral ratio method to SALMON
and COWBOY data to verify nonlinearity as well as to explore any fre-
quency dependence of Q.

Microscopic models of frictional attenuation due to sliding of crack
surfaces such as Mavko (1980) and Steward et al., (1982) generate at
contribution to Q- I which is proportional to the peak strain during a cycle
but which is also independent of frequency. As a result it has been sug-
gested that an approximate Q can be written as
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Fig. 2. Waveformi of SALMON velocity pulse at three ranges for Q =10.



394 Analytic Approaches to Linear and Nonlinear Aftexuation

a
101

00

g Q-1 = 10-3

+ .2(/% )

00

ft:

0-f 10-1

a COWBOY a

OSALMON

10-2 FI,
102 10 104

Scaled range (m/kt')

Fig. 3, SALMON and COWBOY velocity data compared to constant Q = 10
and nonlinear Q models (data from Trulio (1978)).

Q0_I x Q0-' + (c/E0d Qo1

where Q0 is the "intrinsic" Q and the second term is the frictional Q
which is linear in strain (and normalized at e). Such a form has been
considered by Minster and Archambeau (1983) in a fashion similar to that
which follows here. The above form for a nonlinear Q ignores the fact
that Q is inherently a linear concept. Here it is to be interpreted to mean
that the spectral content will decay with range, r, according to a factor

w0rexp(-i )

where the strain e which appears, is taken as the peak strain during the
pulse. Using such a model for nonlinear behavior, we have found the at-
tenuation of the SALMON velocity pulse by a closely spaced series of
Fourier synthesis advancements in which Q- 1 is taken to be constant
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in each small step but altered (m fact decreased) according to the amplitude
between steps. The limiting result for sufficiently small steps is shown
in Fig. 3. In the example shown Q = 10 3 and Q at the smallest range
(230 m/ktvs) was 5. These variable Q parameters have been chosen both
to give a reasonable fit to the SALMON data (which are always a bit
above the COWBOY data) and to provide an onset of nonlinear behavior
which is consistent with the Rockwell experiments. However, the result
is rather insensitive to the value of Q0 because the smallest strain in the
explosion data is well above 10 - 6.

It appears that a model of nonlinear Q -I with a dominant term pro-
portional to the strain gives a decay of the pulse from explosions in salt
which is consistent with observation as well as consistent with small strain
behavior of Q. However, the data are not adequate to fix the exponent
of the strain in Q- 1. For example Q-1 o cA or E2 can also give a fair
fit to the data although the transition to linear behavior is moved somewhat
from the 10- 6 value. The strongest statement we can make is that the
assumed form of Q is consistent with the explosion and laboratory data
but the particular form is not tightly constrained. Still a nonlinear
mechanism appears to be necessary to account for the two types of data.

B. Implications of Q Behavior
for Teleseismic Signals

Customary calculations of teleseismic propagation of signals from ex-
plosions and earthquakes often treat a near-source region as giving the
initial conditions for a subsequent linear propagation. In the case of ex-
plosions this "elastic radius" is often taken as 300 m/kt and it is assum-
ed that all nonlinear behavior occurs inside this radius. It is now general-
ly thought that nonlinear effects extend out to larger radii, perhaps out
to - 104 m/kt/3. The behavior in this intermediate strain regime is a
significant source of uncertainty in the ultimate problem of relating
teleseismic signals to source characteristics.

From the point of view of linear calculations of seismic signals,
nonlinear mechanisms provide anomolous attenuatiou which has the poten-
tial for altering the relation between teleseismic signals and the near-
field pulse. However, mere existence of nonlinear attenuation does not
necessarily negate spectral ratio methods unless the nonlinear aspect has
a different frequency dependence that the assumed Q. This is due to
the fact that spectral ratio methods depend upon finding a path-integrated
Q-l, which is generally expressed as t*, which may or may not be as
a function of frequency. If, for example, t" is taken as independent of
frequency and found by matching the high-frequency slope of the observed
spectrum to an assumed source spectrum, the existence of a frequency
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independent but nonlinear contribution to t* would not alter the result
except to raise the value of t* which is proportional to the mean value
of Q-I along the path. On the other hand, if the nonlinear contribution
to t* has a frequency dependence different from the assumed one, use
of a suitable slope connecting t* to find a magnitude at the source may
be in error. This question has been raised by Der (1983) in a slightly
different context. This arises from use of spectral shape changes with
propagation distance to deduce information about spectral amplitude
changes. In particular it is noted that if the true t*, which describes the
amplitude change, is related to the spectral slope apparent t* by

- at*
t* = t* + Wo -o

If t* is independent of w the two are identical but if t* decreases with
frequency F < t*. According to the work of Lundquist and Samowitz
(1983), such is in fact the case although this remains a question for discus-
sion. For example, Der and Lundquist, working with exactly the same
data set, have found significantly different values for t*. Using an ab-
sorption band model for Q (for which Q o w at large W,) Lundquist has
fit the data using as variables the low-frequency t* and a period below
which tP rolls off. Der, on the other hand, has fit the data assuming t*
is constant in various frequency bands and then inverted the above rela-
tion to find t*. At 2 Hz the difference between the fits at distant stations
appear to be At* - .1 to .2 sec so this translates into a source intensity
ratio of - 10. That is attenuation will be underestimated if t* is fit as
constant and this will cause the magnitude of the source to be
underestimated.

It should be noted that if Q-I has a term which is proportional to
W -1 this will serve to provide an overall attenuation of the spectral
amplitude but it will not alter the spectral shape so that the contribution
to t* will be zero. Thus, it is very important to include any such effects
which, for examp'., occur at high frequency in the absorption band model.
Observations and analysis by Aki and Chouet (1975) of coda attenuation
indicate that at least some portions of the coda result from single scat-
terings of the main pulse by inhomogeneities in the lithosphere. Earth-
quake coda have been analyzed to find an effective Q which is frequency
dependent giving Q increasing with frequency from 1 to 25 Hz. Dainty
(1983) has looked at other earthquakes finding similar effects showing
Q, apparently due to scattering, which is approximately proportional to
frequency in the 3 to 50 Hz regime.
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Dainty, in a theoretical analysis, has found the contribution of scat-
tering to Q by considering the Born approximation in the presence of
randomly distrinted inhom.zgeneities in propagation speed in the medium.
It is found that if the autocorrelation function of the inhomogeneities has
a nonzero first derivative at zero lag, the contribution to Q is propor-
tional to frequency. It is suggested that discontinuities at the scattering
structure edge lead to this result. Basically, the Born scattering Q will
be proportional to w for wavelengths small compared to the overall dimen-
sions of the structures but large compared to the thickness of the edges.

Independent of the exact nature of the physical mechanism which
leads to the lithospheric contribution to Q, the fact that the observed
character is Q o w is of interest for application of spectral ratio methods 6
to waves which pass through the lithosphere. Both Aki and Dainty indi-
cate that the Q found from coda takes a value of - 200 at frequencies
of a few Hertz, As was previously noted, a Q- oc w - will provide an
overall attenuation of the amplitude of the pulse spectrum but it will not
alter the shape. An underestimate of source magnitude will result from
propagation through the lithosphere and the degree can be found, given
a path length. For example, for a path of 100 km an additional Q-1 of
5 X 10-3 at 2 Hz will lead to an apparently decreased source magnitude
at all frequencies of

emT2 1rfrexp Q- 5 ,

if the source of attenuation is not explicitly taken into account.

C. Conclusions and Recommendations
A preliminary study of the attenuation observed for explosively

generated near-field pulses in salt indicates that the behavior is distinct-
ly nonlinear for the strains for 10-1 to 10-5.The observed behavior is
consistent with a Q -I which is the sum of a constant (Q at small strains
are found in Rockwell experiments) and a term linear in the strain (which
is as found in frictional crack models). It is recommended that dynamical
models be formulated which conform to these near-field data for inclu-
sion in calculations of waveforms out to a proper elastic radius.

A frequency-dependent Q will alter the relation between spectral
amplitude and spectral shape leading possibly to substantial underestimates
of source magnitudes using spectral ratio methods. This is especially true
for lithospheric scattering which gives a contribution to Q which may not
alter the spectral shape at all. It is important to establish the extent and
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character of scattering contributions to Q in order to refine magnitude
estimation methods.
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Evolution of Earth Structure and Future
Directions of 3D Modeling

Asphericity, Anisotropy, and Anelasticity of the Mantle

Don L. Anderson

Summary

It is no longer adequate to treat the Earth as a nearly spherically sym-
metric body with simple receiver, source and attenuation corrections tacked
on. The aspherical velocity structure is now being determined by surface
wave and body wave tomographic techniques and it has been found that
heterogeneities are present at all levels. In the upper mantle the lateral varia-
tions in velociy are as large as the variations across the radial discontinuities.
There is good correlation of velocity with surface tectonic features in the
upper 250 km but the correlation rapidly dimishes below this depth. The
focusing and defocusing effect of these lateral variations can cause large
amplitude anomalies and these effects can be more important than
attenuation.

Velocity variations in the mantle can be caused by temperature,
mineralogy and anisotropy, or crystal orientation. The largest variations
are caused by anisotropy and relaxation phenomena such as partial melting
and dislocation relaxation. There is increasing evidence.for anisotropy in
the upper mantle and this must be taken into account in Earth structure
modeling. Both azimuthal and polarization effects are important. Layer-
ing or fabric having a scale length less than a wavelength will show the
statistical properties of the small scale structure. Global maps of heterogeneity
and anisotropy show that if anisotropy is ignored the data will be mapped
into a false heterogeneity. Azimuthal anisotropy compounds the off-great-
circle problem.

The absorption band concept predicts that Q should be higher at short
periods than at long periods and that there should be large lateral and radial
variations in Q. The t* controversy is probably related to shifts in the ab-
sorption band. If velocity is anisotropic then Q should be as well. Evidence
is starting to suggest that there is a Love wave, Rayleigh wave discrepancy
in Q, suggestive of Q anisotropy.

,; i

i1
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Introduction
Rapid progress has been made in the past few years in understand-

ing departures of the Earth from an idealized spherically symmetric,
isotropic and perfectly elastic body. Although much can be learned about
the Earth, and the propagation of seismic waves, by intensive study of
energy in a few narrow spectral bands some phenomena in these bands
cannot be understood without information from a broader band of fre-
quencies. Understanding the amplitudes of seismic waves, for example,
requires knowledge of focusing, scattering, anelastic dispersion and mode
coupling and these in turn require information about the Earth that can-
not be obtained by narrow band studies of single wave types.

There is increasing evidence that the Earth is laterally heterogenous
on all scales and at all depths. This heterogeneity cannot be described
with a standard set of travel time curves and station and source residuals.
Station residuals are demonstrably affected by lower mantle as well as
upper mantle heterogeneity. Station residuals, in fact, form the basis of
recent tomographic studies of heterogeneity of the lower mantle and the
upper mantle near sources and receivers. Surface waves provide a more
uniform coverage of upper mantle heterogeneity, or asphericity, but with
the present limited number of broad-band digital stations the lateral resolu-
tion is poor.

Evidence for upper mantle anisotropy is also increasing. Anisotropy
introduces extra parameters into Earth structure studies and a large data
base is required. It now appears, however, that some apparent struc-
tural complexity may be the result of attempting to satisfy data from the
real Earth with isotropic models. Small scale structure, such as lamina-
tions, may also give rise to an apparent anisotropy, giving hope that even
sub-wavelength complexities can be modeled.

The lateral heterogeneity of the upper mantle is such that signifi-
cant off-great-circle propagation is expected. The resulting focusing and
defocusing causes large amplitude anomalies.

The physics of anelasticity and the associated anelastic dispersion,
i.e., frequency dependence of velocity, is now fairly well understood.
The shift of the absorption band with pressure, temperature and tec-
tonic stress explains the large lateral and radial variatimns of Q and t*.
The anisotropy of anelasticity is one of the importart problems to be
resolved in understanding t* and the amplitudes of seismic waves.

Asphericity of the Mantle
The large variation in P- and S-residuals, or station corrections,

and surface wave velocities are the most obvious manifestations of lateral
heterogeneity. P-wave station residuals are now available for about 1000
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global sites, and many more if local and regional arrays are considered.
Travel-time anomalies were the basis of the early study by Dziewonski,
Hafg.r and O'Connell of the long wavelength heterogeneity of the lower
mwJe. Dziewonski and Anderson published new av rage travel times
and station residuals for about 1000 stations using Y . data. For many
stations they w are also able to derive the cos(28) a-'. cos(40) azimuthal
tenns (see Figs. 1, 2 and 3). Dziewonski has recently published a spherical
harmonic description of asphericity of the lower mantle. His results show
that a significant portion of the static and azimuthal station effect is due
to structure in the lower mantle. This result indicates that the use of
average travel time curves with source and receiver corrections is no
longer adequate and that travel time anomalies are not entirely due to
upper mantle effects. The next quantum jump is epicenter location ac-
curacy which will involve a three-dimensional description of velocity
throughout the Earth combined with ray-tracing from source to receiver.

A variety of tomographic body-wave techniques has been developed
by Robert Clayton and his colleagues at Caltech. They have successfully
inverted 1.7 x 106 body wave. arrival times to define the velocity in
5' x 50 x 200 km cells in the inantle. The lower mantle results have been
used by Brad Hager and his colleagues to explain the long wavelength
part of the geoid. The Clayton group has also used the large, dense
southern California array (SCARLET) to obtain a detailed three-
dimensional structure under this region down to about 600 km. Global
and regional body-wave tomography is making it possible to model and
understand heterogeneity on both a global and regional scale. The body
wave tomographic results to date show that the regions between 670
and 800 km depth and D "are the most heterogeneous parts of the lowe,-
mantle. Velocity variations are of the order of several percent. The
discovery of small scale velocity anomalies in the lower mantle explains
die rapid lateral and directional dependence of station residuals and shows
that detailed three-dirc;..sional modeling of the mantle is required in order
to improve epicentral locations. These small scale velocity anomalies may
also help explain the variation of body wave amplitudes.

Surface Wave Tomography
Several groups have recently analyzed large numbers of long-period

digital seismograms with the aim of mapping the large scale heterogeneity
and anisotropy of the upper mantle. Nakanishi, Tanimoto and Anderson
have derived phase and group velocities over many hundreds of paths,
for both Rayleigh waves and Love waves. Tanimoto is currently in-
vestigating the resolving power and uniqueness of this type of data. Nataf,
Nakanishi and Anderson have inverted this data for heterogeneity and
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polarization anisotropy of the upper mantle. Their model, NNAG, is shown
in a series of figures at the end of this report. Present data is adequate
to expand the heterogeneity to f = m = 6 for all of the Earth, and
£ m = 10 for some regions. The average half-wavelength of resolvable
features is about 2500 km. " 1:-' a greatly expanded global digital net-
work it should be possible to map heterogeneities as small as 500-1000 km.
Portable digital arrays can be used to map even smaller structures using
body wave and surface wave tomography.

Woodhouse and Dziewonski have used waveform matching techniques
to study the dispersion of surface waves, including higher modes, over
about 800 paths. They have inverted this information to obtain average
shear wave velocities to depths of 670 km. In most regions their results
are similar to the Nataf, Nakanishi, Anderson model. The differences
are primarily due to different treatments of the crustal correction, the
neglect of anisotropy, different choice of parameterizations, and different
data sets. These differences should be understood in the next year but
higher resolution must await the expanded global digital network.

Tanimoto and Anderson have recently determined the azimuthal varia-
tion of Love and Rayleigh waves on a global basis. The fast directions
of Rayleigh waves appears to correlate with flow directions in the man-
tle. The azimuthal dependence of surface wave velocity will considerably
complicate the ray tracing problem, including focusing and defocusing.
There is no reason to expect that body wave propagation is immune from
these anisotropic effects.

Lay and Kanamori have ray traced through model NNA6, showing
the effects of focusing and defocusing. The amplitude anomalies due to
geometric effects are much greater than expected from Q effects. Even
relatively mild, long wavelength asphericity gives appreciable amplitude
and off great circle effects.

Anisotropy
The most studied effects of anisotropy include azimuthal variation

of P and surface wave velocities, shear wave birefringence and polariza-
tion anisotropy. The minerals of the mantle are strongly anisotropic and
are easily oriented by stress and flow. Variations in crystal orientation
are more important than differences in temperature and composition in
causing variation in velocity. Global data requires upper mantle anisotropy
in order to explain Love and Rayleigh wave data and the cos(40) terms
in station residuals. In a few areas differences in arrival times of SH and
SV have been documented. In general SH > SV but this is reversed
in ragions of ascending and descending mantle flow as shown in studies
by Regan, Anderson, Nataf and Nakanishi. This can be understood in
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terms of orientation of olivine crystals. The large lateral variation in sur-
face wave velocities are partly due to velocity variations caused by
temperature and chemical differences and partly due to anisotropy. If
anisotropy is ignored then erroneous velocity models will result.

If velocity is anisotropic then Q should be as well. There is some
evidence that there is a Love-Rayleigh discrepancy in Q, just as there
is in velocity. Physical mechanisms of attenuation, such as dislocation
relaxation, are expected to be strongly anisotropic. If so, the commonly
used expressions relating P-wave and S-wave Q are invalid.

Body Wave Heterogeneity
Detailed body wave models now exist for such diverse tectonic

regions as shields, tectonic, rise and old ocean. Velocities differ by as
much as 10% in the upper 200 km and 4% between 200 and 670 km.
These differences are much greater than can be explained by temperature
alone and partial melting, dislocation relaxation or anisotropy are iplied.
The variations are similar to those inferred from surface wave tomographic
results. We now need detailed attenuation and anisotropy studies in the
same areas.

The use of SS, PP, multiple ScS and P' P' precursors promise to
provide detailed velocity and structural information in regions inaccessi-
ble to other phases. The power of these phases has been demonstrated
particularly by Don Helmberger and Stephen Grand and their colleagues.

Mineralogical modeling of the new velocity models has led to the
surprising result that the transition region is mainly clinopyroxene and
garnet, rather than olivine. The olivine-spinel transition gives much greater
velocity jumps than observed at 400 km. On the basis of seismic velocities
the shallower mantle can be either peridotite or eclogite. Ridges and tec-
tonic regions seem to be partially molten to depth of at least 300 km.

Anelasticity
The effects of attenuation on velocity is now well understood and

is incorporated into most recent seismic modeling. This effect reconciled
body wave and free oscillation surface wave models. The frequency
dependence of Q is still not understood. A frequency-independent Q is
implausible but a mild frequency dependence over a narrow frequency
range is permitted. Since absorption is likely to be a thermally activated
relaxation phenomena the absorption band should shift with depth. High
Q regions should have a strongly frequency dependent Q. Since
temperature shifts the location of the band laterally variations in Q (or t*)
should be accompanied by a change in the frequency dependence.
Observed Q, or t*, over a given padh is the result of superposition of
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absorption bands with different center or corner frequencies. The low-Q
parts of the path, of course, dominate. There should not be a single t*
or Tm for all locations and depths and attempts to model waveforms with
one or two parameter models are doomed to falure. Scattering and mode
conversion can contribute to apparent attenuation. Both a laterally- and
depth-dependent absorption band Q model has not yet been fully exploited.
Tm is exponentially dependent on temperature and therefore cannot be
treated as a constant.

Figures
The figures give a series of maps at various depths and cross-sections

of shear velocity (VSV) and shear wave anisotropy (X!). These
parameters are combined in seismic flow maps and cross-sections. These
maps and cross-sections are based on model NNA6 of Nataf, Nakanishi
and Anderson (Geophysical Research Letters, 1984).

X/ is the anisotropy parameter (VSH) 2 / (VSI) 2 - 1 and is positive
for horizontal flow (a-axis horizontal for olivine).

The azimuthal variation map is from Tanimoto and Anderson
(Geophysical Research Letters, 1984) and is for 200 sec. Rayleigh waves.
The lines are oriented in the fast direction. For comparison is the flow
map of Hager and O'Connell.

The station residual maps are from a study by Dziewonski and
Anderson.
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Seismic Scattering and
Lithospheric Heterogeneity

K. Aki, R. Wu, and R. Nowack

During the past year, we have continued our work on seisrmi scat-
tering problems relevant to the identification of underground nuclear
testing.

In the following, we summarize our results on (1) full elastic wave
theory applied to forward and backscattering, (2) fluctuation of direct P-
wave amplitude, and (3) formation of P coda.

(1) Coda waves in the local and regional distances contain informa-
tion on heterogeneities near the source region which is important for
the monitoring of a comprehensive (low-yield) test-ban treaty. The
teleseismic P and P-coda, on the other hand, are important to yield estima-
tions for the monitoring of a threshold test-ban treaty. To understand
these waves, we need a theory of seismic scattering in the laterally in-
homogeneous earth. In the past, the generation of coda waves and the
phase and amplitude fluctuations of direct P waves have been studied
by the use of a scalar wave theory. In our work, we have developed
a full elastic-wave scattering theory for both discrete scatterers (Wu and
Aid, 1984a) and random media (Wu and Aki, 1984b), using equivalent
body force and the first Born approximation. We found that, in Rayleigh
scattering (when the wavelength is much longer than the scale length
of the inhomogeneities) and Mie scattering (when the wavelength is com-
parable to the scale length of the inhomogeneities) range, both the spatial
scattering pattern and the frequency dependence of the total scattered
power have some significant differences from the scalar case. In the for-
ward direction the wave scattering is controlled primarily by the veloc-
ity inhomogeneities. The phase and amplitude fluctuation of direct P and
the properties of teeseismic P-coda are basically forward scattering prob-
lems, and can be treated approximately by the scalar wave theory. On
the other hand, the local or regional coda waves ate mainly formed by
backscattered and wide-angle scattered waves, which need a full elastic-
wave treatment. For local coda, backscattering plays a major role, and
is controlled by the impedance homogeneities.

Local and regional coda waves are more sensitive to small- and
medium-scale inhomogeneities, while teleseismic P waves are only sen-
sitive to large-scale velocity inhomogeneities. Analysis of both local and
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teleseismic data (Akd, 1982; Wu and AId, 1984b has indicated that besides
the 10-20 km large-scale velocity inhomogeneities, the lithosphere may
be rich in small-scale (less than 1 kin) impedance inohomogeneities in
tectonically active regions.

(2) The great variability of direct P and the stability of P-coda have
been discussed and examined both theoretically and numerically in our
work (Aid, 1982; AId, Wu and Comer, 1982; Nowack and Aki, 1984).
The travel-time and amplitude fluctuations have been attributed to the
velocity and absorption variation between different ray paths or the focus-
ing and defocusing effects. We examined the other possibility of multipath
interference due to velocity inhomogeneities. The Gaussian beam method
has been used to obtain the synthetic seismograms for a plane wave in-
cident on a 120 km thick lithospheric layer having random velocity per-
turbation of 3% (r.m.s. perturbations) with correlation length of 15 km
(Nowack and Aki, 1984). Figure 1 shows the velocity structure of the
random layer. The perturbed wavefields after passing through the ran-
dom layer are shown in Fig. 2 for both 1 Hz and 2 Hz plane waves. The
great variability of direct P waves can be seen easily. Figure 3 shows
the correlation between the phase fluctuations and the log-amplitude fluc-
tuations. The results agree in general with the observation in LASA. In
the statistical treatment (Aid, Wu and Comer, 1982) the teleseismic P waves
are assumed to be in the saturated region of scattering; then the theo-
retically predicted standard deviation of the magnitude estimation is 0.278,
in agreement with the observations of 0.25-0.30 after regional calibrations.
Therefore the multipath interference is a viable mechanism for the variabil-
ity of direct P.

(3) The formation of P-coda has been tested by both theoretical and
numerical methods. Assume a 60 km thick lithospheric layer having r.m.s.
velocity perturbation of 4% and correlation length of 10 kin. Using the
Feynman path integral approach of scattering theory (Flatte et al., 1979),
we found that the wave scattering in the assumed medium is not strong
enough to produce multiple arrivals, i.e., coda waves (Aid, Wu and Comer,
1982). To check this, we did 3-D ray tracing for a specific region in Califor-
nia using the lithospheric velocity structure derived by 3-D P-time residual
inversion (Aid, Wu and Comer, 1982). The Gaussian beam method is
also used for this purpose (Nowack and Aid, 1984). In both cases, no
noticeable coda was produced. Therefore we conclude that the 10-km
size, 4% random velocity perturbations in the lithosphere alone may not
be able to produce the observed P-coda. We need to consider some other
inhomogeneities such as the small-scale impedance heterogeneities, the
Moho, the irregular topography of surface and interface, etc.

A
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Fig. 2. The perturbed wavefield of a plane wave after passing through the
random layer.
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Body Wave Propagation in
Three-Dimensional Source and

Receiver Structure

Charles A. Langstan

In the analysis and inversion of body wave seismograms from earth-
quake or explosion sources, it is occasionally apparent that certain
receivers are anomalous in that the underlying structure is complex enough
to give rise to large secondary arrivals in vertical P waves and tangential
SH waves. Recognizing these effects is important in the source inver-
sion problem since structure-caused arrivals on the seismogram may be
interpreted as a source effect. Closely related to receiver-induced
waveform distortions is the wen-known problem of short-period body wave
amplitudes. It has been a common observation at major seismic arrays
that very local receiver structure causes an order of magnitude variation
in body wave amplitude. This is, of course, a major problem in yield
assessment of underground explosions.

Closely allied with the receiver problem is the effect of near-source
scattering, both in teleseismic body waves and in local- or near-field
recordings of explosions. Near-source scattering may cause considerable
amplitude variation in teleseismic body waves and it is conceivable that
it may also give rise to apparent non-isotropic source effects. For exam-
ple, it is common in near-source accelerometer recordings of explosions
at NTS to observe distinct SH wave pulses. It is not clear whether these
SH waves are caused by a non-isotropic source effect or an effect of scat-
tering in 3D earth structure.

In an effort to analyze the scattering effect of 3D receiver and source
structure, ray algorithms have been developed to compute synthetic
scismograms for incident plane and spherical waves. Accurate numerical
techniques, such as finite difference or finite element methods, are known
to be expensive and difficult to implement for 3D geometry. While only
an approximation, ray theory is relatively inexpensive and allows one to
interpret model results in terms of physically intuitive ray paths. Ray
theory results can be used to estimate the magnitude of a scattering ef-
fect and can also lend physical insight into results obtained by more
rigorous methods, once they become available.
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Theory and numerical results for structures involving planar dipping

interfaces were presented by Langston (1977b). Problems involving in-
cident plane P or S waves under receiver strvcture or point dislocation
sources within the structure which radiate P and S waves to teleseismic
distances were considered. It was found that sinle dipping receiver struc-
ture induced off-azimuth particle motion in recorded P waves which could
be used to infer velocity contrast and interface orientation. Results for
radiated teleseismic P waves from sources in the structure indicated that
amplitudes and waveshapes could be sinficantly changed from the plane-
layer model results, particularly for strike-slip dislocation sources.

Complex and azimuthally dependent particle motion (e.g., "tangen-
tial" P waves) has been observed at a number of receivers. These in-
elude LON (Longrnire, Washington) (Langston, 1979), COR (Corvallis,

Oregon), VIC (Victoria, British Columbia) (Langston, 1981), AAE
(Addis Ababa, Ethiopia) (Herbert and Langston, 1984), PAS (Pasadena,
California), TIN (Tinemaha, California)(Lee, 1983), TRN (Trinidad, West
Indies) SJG (San Juan, Puerto Rico) (Burdick and Langston, 1976) and
a number of Asian stations (Peseckis and Burdick, 1982). For example,
Fig. 1 displays rotations of teleseismic P waves recorded at LON
(Langston, 1979) showing large tangential components. In practice, the
effective source time function and instrument response is removed from
this kind of data by deconvolving the vertical component from the horizon-
tals. Since the vertical component is rot as severely affected by off-azimuth

Event. 10 5167 Event - 12/27/67 Event - 2W2171 Event - 12/21/67
BAZ 127.2 BAZ 10.9 BAZ = 131.5 BAZ = 132.7
DEL = 46.0 DEL = 83.2 DEL 5.8 DEL = 82.7

. r 1.00 1 .00 100

N.J\J\ _ [1r" 0.\15

EW0.51 0.20 0.21 (4

2 4 020 0.48

0 20 0 0 a 20 40 60 0 20 40 60 0 20 40 60
sec sac 5805O

Fig. 1. Examples of observed vertical (Z), north-south (NS), and east-west
(EW) P wave components recorded at LON for teleseismic earthquakes. The
waveforms are vectorially rotated into radial (RAD) and tangential (TANG)
motions with respect to the source backazimuth. Note the large tangential
motions.
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arrivals and P to S conversions as are the radial or tangential motions,
this technique can be shown to be justified (Langston, 1979). Figure 2
shows the result of this source function equalization procedure for the
data observed at LON. Note the agreement between tangential waveforms
from sources with similar back azimuths. Figures 3 and 4 show equal-
ized waveforms from a larger data set collected by Lee (1983) for PAS.
In this case, there were a number of events at similar back azimuths
such that waveform averages could be constructed to reduce the effect
of processing noise.

The magnitude of the scattering effect seen in these data sets
precludes an interpretation based solely on planar dipping interfaces. Lee
and Langston (1983a) extended the ray method for incident plane waves
by allowing interface curvature in three dimensions. Model studies car-
ried out by Lee and Langston (1983a, 1983b) and Langston and Lee
(1983), among others showed that 3D interface curvature can cause major
focusing and defocusing effects in the response. Using this method, Lee
(1983) performed a study of the data recorded at PAS (Fig. 3 and 4)
to deduce a crustal model for the receiver. Figure 5 shows the waveform
features modeled and Fig 6 is a sketch of the crustal model under the
receiver. Figures 5 and 6 demonstrate that relatively minor and smooth
variations in the velocity model can give rise to complex azimuthal varia-
tions in the wave response.
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Fig. 3. Equalized radial P waves for earthquakes recorded at PAS. Note the
variation in relative amplitude of phases A and C. A is the direct P wave and
C is Interpreted to be the Moho P-to-S conversion. This azimuthal variation
is due to heterogeneous receiver structure.
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Fig. 6. Sketch of the structure inferred uuder PAS. Velocities and some dips
of major boundaries were taken from previous geophysical studies.

Recently, the 3D ray algorithm has been modified to include point
sources located in or near the 3D structure for the purpose of examining
near-source scattering in locally recorded ground motions. In particular,
we wish to examine the problem of alluvium geometry in the scattering
of waves from buried explosions at NTS.

Figure 7 displays a comparison of the 3D ray tracing result (RT) with
a Generalized Ray Theory (GRT) calculation for a point source in a plane
layered model. Table 1 contahs the model parameters. The 3D ray theory
synthetic seismogram is a good representation of the response, particularly
for the source under the layer (Model A). For a source in the layer (Models
B and C), the ray theory synthetics fail to give several diffracted arrivals
such as P head waves traveling under the free surface (phases a and
b) associated with S and sSS. This is to be expected from ray theory,
Note, however, that the character of the seismogram is relatively unaf-
fected and that over-all amplitudes of major phases. !e consistent be-
tween GRI and RT synthetics.

Computation of S wave response from dislocation sources in simple
curved 3D alluvium structures indicite that particle motions can become
very complex, dependhig on source-receiver geometry. This is due to
a combination of focusing of reverberations and distortions of Ihe rm -qth
from the vertical plane. These effects are as complex and s, a t as
these seen in plane wave responses of simple structures and
Langston; 1983a; 1983b). Current work involves the param et. -tion
of NTS alluvium stricture and computation of synthetic seismograms for
explosion sources iibedded in the alluvium.
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Table 1. Model parameters for ray theory verification.

Layer V,, (km/sec) V, (km/sec) Density (gm/cc) Thickness (kin)

1 3.0 1.5 2.0 2.0
2 6.0 3.5 2.7

Dislocation point source: Dip = 350, Rake = 60", Strike = 150

Moment = 1 x 1020 dyne-cm

Station azimuth: 900 (East)

Cerveny time function
parameters: f, = 5, -y 3, 0

Model Source Depth (kin) Receiver Distance (kin)

A 5 5
a 1 5
C 1 2.5

Conclusions and Recommendations
The effects of lateral heterogeniety in earth structure at the receiver

and at the source appear to be major problems which affect many aspects

of nuclear discrimination and yield assessment. A useful approach to
evaluating 3D structure effects in an approximate way is to construct
synthetic seismograms using ray theory. Ray theory is relatively inex-
pensive to implement and yields physical insight through the examina-
tion of ray paths and amplitudes. Problems amenable to this approach
include the analysis of large scale crustal structure under receivers through
particle motion studies of teleseismic P waves and the scattering of ex-
plosion body waves by 3D source structure, particularly where there are
independent geophysical constraints on such structure.
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P Wave Dispersion Due to Scattering
and the Effects on Attenuation
and Magnitude Determination

K.L. McLaughlin and L.M. Anderson

Summary
Short period P wave seismograms exhibit a number of characteristics

diagnostic of scattering in a stochastic medium. Direct P wave arrivals
systematically exhibit a tongerpeiiod than would be predicted from examina-
tion of the frequency of P wave coda. High frequencies are systematically
delaysd in the P wave signal with respect to low frequencies. Spatial coherence
is greatest in the initial portion of t', waveform and decays with higher
frequencies, and with elapsed time after the P wave arrival. These effects
are an effective dispersion with a random component, stochastic dispersion.

This hypothesis predicts that time domain and freqeny domain model-
ing techniques should result in systematic differences as a result of the delay
of high frequencies and the decay of coherence. Time domain modeling em-
phasizes the initial coherent deterministic swing of the P wave. Frequency
domain modeling averages the distribution of the signal energy over a win-
dow that combines the deterministic part of the waveform with the more
random coda. Since the initial P waveform is not independent of the P coda
multipathing we should expect a lower frequency initial pulse and a higher
ftquency coda. Lower rise-time estimates and greater t* estimates will result
from time domain modeling than from frequency domain modeling. This
appears to be the case for recent determinations of attenuation.

Measurements of the stochastic dispersion for several source and re-
ceivey localities have been made. Comparison of the observed dispersion
to theoretical models is under way. Some of these theories allow the deter-
mination of the statistics of the medium, and subsequent prediction of ex-
Pected variances for P wave measurements. We wish to determine these
statistics and test whether the discrepancies between time and frequency do-
main modeling can be reconciled with available theories of scattering.

Introduction
The inverse correlation between short period P amplitudes and

seismogram complexity has been used as an argument that coda is a more

Ii
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consistent measure of the source than the deterministic wave (see Aid,
1982 for a review). Douglas etal.(1973) concluded that the direct signal
may experience defocussing or anomalous attenuation, but that
multipathing is also a contributor to complexity. Such multipathing is vir-
tually random, since adjacent receivers and sources exhibit different
multipaths. The effects of multipathing are not just the simple modula-
tion of the signal spectrum as would be expected if each multipath were
a mimic of the direct signal. In reality, the direct signal is attenuated as
a result of the removal of scattered energy along the ray path, and
multipaths are not replications of the most direct signal; therefore
multipathing is frequency dependent. Long wavelengths are less sensitive
to heterogeneity and see a more homogeneous medium. Consequently,
multipath arrivals are likely to be high-pass filtered versions of the original
signal. The net effect is a pulse widening of the direct P wave and a delay
of high frequencies.

In the past, considerable work has been expended on the analysis
of time and amplitude fluctuations of P waves observed at large arrays.
Such work has given us a great deal of information about the fine struc-
ture of amplitude and travel time statistics. Although deterministic model-
ing (Bertuessen, 1975a, 1975b; Aki et al. 1976) has been used, random
scattering models have also contributed to our understanding of the short
period wave field. The random scattering models (Aid, 1973; Capon, 1974;
Bertuessen et al. 1975) have been for the most part been based on the
work of Chernov (1960), and limited by the Rytov approximation. The
theoretical limitations to simple geometries, weak scattering, and the
Rytov approximation, have limited the analysis to low frequencies and
to models of the lithosperc directly beneath the receivers. Higher fre-
quencies (> 1 Hz) and refracted ray paths have been intractable because
of the stronger scattering, and the curved geometry of teleseismic rays.
Since the initial work of Chernov, considerable work has extended the
theory of forward scattering from the realm of weakly perturbed plane
waves to the effects of pulse broadening by multipathing and curved
wavefronts. The analytic treatments of stochastic scalar wave theories
for pulse broadening by Uscinski (1977), Ishimaru (1978), Dashen (1979),
and McCoy (1980) are just a few. These treatises have in common the
assumption that the parabolic wave equation is a good approximation of
the wave field.

Furthermore, Monte-Carlo methods have been shown by William-
son (1975) to give the same answers for simple geometries of wave prop-
agation as the analytic methods of Uscinski (1974). More complicated
structures, such as gradient layer models with random components of
velocity, remain intractable for analytic calculations of wave statistics.
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Numerical simulations of these more complicated models are necessary
to calculate the statistical variations of the waveform. One example of
such numerical simulations are the calculations of Richards and Menke
(1983) and Menke (1983) to examine the response of a random one dimen-
sional stack of layers to plane P and S waves of different slownesses
with P-SV coupling. Although Menke's results apply to small in-
homogeneities (thin random layers) with respect to a wavelength, they
also demonstrate the stochastic delay of high frequencies with respect
to lower frequencies, by essentially Monte-Carlo techniques. Mereau

Fig. 1. NORSAR seismo- I I I
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and Ojo (1981) used ray tracing through a random media to demonstrate
that linear gradient models with small random perturbations exhibited
travel time anomalies resembling a layered structure.

Observations of Some P Wave Statistics
Figure 1 shows seismograms of the NORSAR array for an explo-

sion in East Kazahk. Apart from the variation of P wave amplitude, there
is considerable variation in the P waveform and coda in the first 5 to 6
seconds. Visual observation shows that the initial coda (first 5 to 6 seconds)
possesses higher frequency content than the initial pulse (first 1 to 2
seconds). To examine the effect of this dispersion, Fig. 2 shows band-
pass filtered seismograms of two stations for a similar event. The filters
are 1 Hz bandwidth zero-phase-shift Gaussian filters with center frequen-
cies of 1, 2, 3, 4, 5, 6, and 7 Hz. The impulse responses of these filters
are Gaussian shaped wave packets centered on the arriving impulse. The
high frequencies are most prominent in the early P coda, and the secon-
dary arrivals in the coda are often discrete high frequency pulses. To
quantify these two effects in terms of a net dispersion, the signal energy
temporal centroid was calculated for each band-passed seismogram. The
signal energy temporal centroid is defined as

T=f s(t)2tdt/ fs(t)2 dt (1)

where s (t)2 is the square of the signal as a function of time. The tem-
poral centroids show considerable scatter for any given source-receiver
pair, but yield consistent averages for either a closely spaced array of
sources or for a single source averaged over the array. These averages
constitute an approximation of an ensemble of source-receiver paths with
similar statistics. Figure 3 shows two plots of the scatter of temporal
centroids as a fuiction of frequency. The centroids have been reduced
to the temporal centroid of the unfiltered seismogram. Figure 3(a) shows
the scatter for ten stations and 6 sources where the integral of Eq. 1
has been taken over 3.2 seconds of signal. Figure 3(b) shows the results
of averaging over the array for each source. The error bars shown are
for the standard deviation of a single observation. The statistics of a single
observation appear to be Gaussian. The results indicate that the tem-
poral centroid is a stochastic quantity with a well defined ensemble
average. Figure 4 shows that a longer window of 6 seconds has similarly
delayed high frequency energy. A net average difference of 0.5 seconds
is not uncommon between the centroid measured at 5 Hz with respect
to the centroid measured at 1 Hz. Attempts to match the first arrival's
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Fig. 2. Band-pass filtered seismograms of two NORSAR stations using zero-
phaseshift Gaussian filters with center frequencies of 1, 2, 3, 4, 5, 6, and
7 Hz. Ea-ch filter ham a half-width-half-max-imum oi 0.5 Hz.
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Fig. 3(a). Scatter of temporal energy centroids as a function of frequency.
The centroids are calculated from the band-pass filtered seismograms at
1 Hz intervals with ifiter widths of 1 Hz. The zero baseline is the centroid
of the unfiltered trace. Results for 10 stations and 6 events are shown.
(b}). Centroids are sveraged by event. The vertical errors bars are standard
deviations of a single observation. Horizontal error bars represent the ful
width at half maximum of each filter.
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Fig. 4, Temporal energy centroids as a function of frequency for a 6 second
time window. Standard deviations of a single measurement are shown by the
vertical bars. Temporal centroids are all reduced to the centroid of the un-
filtered trace. Horizontal bars represent the full width of the filter at half
maximum.

characteristic frequency with time-domain modeling would not account
for the delayed high frequency arrivals, while spectra calculated from a
6 second window do not indicate where the signal energy resides within
the window. Attempts to model this effective group delay of the high
frequencies due to instrument response, attenuation induced dispersion,
minimum-phase source time functions have demonstrated that that
average delay can not be modeled as minimum phase.

Only when a moderately large set of source and/or receivers is
available can this kind of dispersion be characterized. Arrays such as
NORSAR, LASA, and YKA will generally be required to approximate
an ensemble average. However, we have shown that for the East Kazakh
source area, that the dispersion statistics observed at NORSAR are the
same for a suite of explosions at the same receiver as they are for a suite
of NORSAR receivers for a fixed event. Furthermore, relative time delays
of 0.1 or 0.2 seconds with narrow bandwidths at 1 or 2 Hz can not be
measured on a single seismogram and require some sort of statistical
averaging. Preliminary work at GRFO, ANTO and KONO indicate that
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the same sort of dispersion is present at other sites for the East Kazakh
test site explosions. Similarly, NTS events at NORSAR show some disper-
sion although the data has less bandwidth.

Some Simple Modeling
Following the simple approach of Williamson (1974), a simple Monte-

Carlo calculation was performed for multipathing of scalar waves in a ran-
dom medium. The calculation is intended to show the move-out of high
frequencies with respect to lower frequencies. An initially plane scalar
wave of specific frequency is incident on a space of constant velocity with
random perturbations of zero mean. The random perturbations are
described by their characteristic length, a, and rms velocity variation,
-. The problem is reduced to two constants, (, and 1,

= 12k2a (2)

and

r = ka (3)

where k is the wavenumber. Figure 5 is a plot of cumulative energy from
rays in an ensemble average of such media with fixed statistics. It con-
stitutes a Monte-Carlo determination of the ensemble average of the
energy envelopes. In this sense it is analogous to determination of the
average energy envelope for a collection of independent band-passed
seismograms. The temporal centroid of this envelope would correspond
to the band-passed filtered temporal centroids in Figs. 2 through 4.

Fig. 5. Results of a Monte- .45 - i 2(b)
Carlo calculation for 1 Hz 2 Hz
(below) and 2 Rz (above) pro- [ l]]i
pagation through a medium
with 5% rms velocity varia-
tion, and 50 km heterogenei- .05
ty characteristic scale
length. The bar graph is an
ensemble average for such
random media of the -5 1 Hz (a)
multipath energy arrivals as
a function of time. Distance

is a shift in the distribution p a i k r
peak between 1Hz and 2Hz .05 .1 .1I
of about 0.2 seconds. .1 .9

(sec)
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Figures 5(a), and 5(b) are for two different wavenumber-heterogeneity
scale length dimensionless constants. The shorter wavelength wave is
delayed with respect to the longer wavelength wave for the same medium.
This is a simple geometry, that illustrates the effective pulse broadening
that might be expected for traveling through the upper mantle twice.
Effects due to the refraction of rays by the spherically symmetric earth,
are not modeled, and the heterogeneity of the earth is modeled as a single
characteristic scale length. Also, the calculations are limited to the ensem-
ble averaged signal energy as a function of time. Some of these limita-
tions may be over come with calculations based on the more exact form-
ulation of Gaussian beams (Cerveny et al. 1982). Ray shooting (Aric
et al. 1980) is a relatively simple numerical process as opposed to two-
point ray tracing, and random perturbations on the ray are easily intro-
duced. Summation of beams can be used to model phase interference
as well as the simple energy envelope.

Conclusions
These calculations are valid for ka > 1 (geometrical optics). It is

also likely that stochastic dispersion effects described by Menke (1983),
which are valid for ka < 1, are also at work. Additional mechanisms
are likely to be active for the generation of P coda rich in high frequen-
cies and delayed with respect to the initial wave. The linear finite dif-
ference calculations of an accompanying paper go a long way towards
exploring the results of heterogeneity near the source and receiver. At
this point, it is important to provide a model (or models) that explains
all the stochastic features of the seismic field observed on the surface
of the earth. These statistics include the spatial coherency, the attenua-
tion, the dispersion, and the amplitude and arrival time delays associated
with the scattering of seismic waves.

Whatever the mechanism for the observed stochastic dispersion of
P waves from explosions, it is clear that the delay of high frequencies
will result in a broadened first pulse and that time domain and frequency
domain methods of intrinsic attenuation measurement will inevitably result
in systematic differences. Only when we understand these systematic
differences and the consequences of each can we correctly account for
the correct proportion of intrinsic and scattering attenuation. Finally, from
the point of view of magnitude yield determination, it seems that these
are small but significant delays of high frequency with respect to low
frequency.
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Linear Finite Difference Methods
Applied to Scattering of

Seismic Waves

K.L. McLaughlin, Z.A. Der, and t.M. Anderson

Summary
Numerous wave pnpagation problems involving heterogeneity near the

source or receiver directly affect magnitude yield determinations. These in-
clude focussing/defocussing of short Pet "d body waves, multiPathing, scat-
tenrig attenuation and dispersion, generation of pP from a non-planar free
surface, and P coda generation from crustal heterogeneity. Few of thee
problems may be solved analytically. We have begun to approach a number
of these problems using a 2-D linear finite difference code with several boun-
dary and initial condiions. Optional initial conditions include incident plane
waves of P or S tye, as well as cylindrical sources of P or S type. Optional
boundary conditions include free surface, symmetric, and the Clayton and
Engquist (1977) absorbing boundary conditions. We present in this paper,
examples of some of our work in progress. First we show the effects of ran-
dom heterogeneity in a half space upon planar incident P waves. Second,
we show the effects of random heterogeneity on displacement amplitudes
for a cylindrical source in a whole space. These constitute very general pro-
blems of elastodynamics with applications to the interpretation of array data,
as well as near-field displacement measurements.

Linear Finite Difference Methods Applied to Scattering of
SeisnAc Waves

Several theories of scalar wave propagation in heterogeneous media
have been formulated over the years. However, no general scattering
theory exists for the less tractable elastodyrnirnic problems that we are
faced with in the real earth. At high frequencies, it is commonly argued
that scalar theories should apr',, however, no tests have been made to
compare the high frequency scalar approximations to more exact calcula-
dions. Hetengeveity in the earth is due to variations of the elastic moduli,
as well as density. In our current study we are limiting heterogeneity
to variations of P wave velocity, S wave velocity, and density. Additional
complications due to anisotropic heterogeneity have been left for future
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studies. S wave velocities are assumed to vary with the P wave velocities;
the Poisson ratio is assumed to be a function of P wave velocity. This
assumption, although based on physical intuition, will be relaxed at a later
date.

Apart from approximations that rely on de-coupled scalar represen-
tations of the P and S wave fields, many specific problems of wave pro-
pagation are untractable without a complete 2-D or 3-D solution of the
elastodynamic equations. Our research program encompasses a wide
range of problems including both deterministic and stochastic models of
the earth. We have recently completed several general studies of pro-
pagation in stochastic media for comparison with other methods for wave
field calculation. The first of these problems is an array of stations with
incident plane P waves on a randomly heterogeneous elastic half space.
This example has obvious applications to the diagnostics of beam loss
at seismic arrays and the systematic study of spatial coherency. In fact,
the synthetics generated in this way can be used to test various adap-
tive beaming methods that attempt to compensate for the effects of signal
incoherency. Because the heterogeneity scale lengths are often on the
same order as the wavelength and because the dilatational and rotational
fields are coupled, these results include diffraction and conversion. The
second of these problems is a cylindrical source in a randomly
heterogeneous medium. The same comments apply to this problem as
the one of a plane wave except that the diffraction effects of a cylindrical
wave are expected to differ from those of a plane wave. We are study-
ing the attenuation, dispersion, and spatial incoherency of the waveforms
due to scattering by the heterogeneous medium.

Plane Wave in a Heterogeneous Half Space
An array of seismograms recorded at the free surface is shown in

Fig. 1, as the result of an incident 5.0 km wavelength plane wave on
a layer of heterogeneity 14 km thick with a heterogeneity scale length
of 2.5 km and a 10% variation in the P and S wave velocities. The
seismograms are taken from points 2.0 km apart. By performing several
of these numerical experiments we have compiled the dependence of cer-
tain statistics of this array on the wavelength of the incident wave. Figure
2 shows the average amplitudes observed at the free surface for varioua
planar P waves that have propagated through a Gaussian random media
with a constant rms P wave velocity variation of 10% superimposed on
a constant velocity of 5 km,,ec and a characteristic heter'ogeneity scale
length of 2.5 km. Amplitudes are shown normalized to the value for a
homogeneous half-space while the propagation distance has been scaled
to f1 = 2 k2aZ, where ,/is the rms velocity vaixation of 10%, a is the
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Fig. 1. Synthetic seismograms for an array of stations spaced 2.0 km apart.
A plane P wave (wavelength of 5.0 km) has propagated 14 km through a Gaug -
sian random medium with a 2.5 km scale length and 10% P and S wave velo-
rity variation.
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characteristic heterogeneity scale length of 2.5 kin, k is the wavenumber,
and z is the distance traveled. The wavelengths considered vary from
3 to 7 kIn. The average displacement peak amplitude for each station
at the surface declines with increasing 0, while the standard deviation
of the peak amplitude across the array increases with fl. In addition to
the attenuation of the peak amplitude, variation of the waveform across
the array creates "beam loss" and the peak amplittude of an array beam
shows even steeper decline with increasing # than the average peak
amplitude across the array. The dimensionless parameter 0 is propor-
tional to the number of wave lengths traveled times the number of scale
lengths per wavelength. The actual distance traveled was nearly con-
stant for each frequency component of the signal, so it is clearly seen
that attenuation, spatial incoherence and beam loss all rapidly increase
with increasing frequency.

Cylindrical Source in a Heterogeneous Whole Space
Figure 3 shows the decline of peak displacement amplitude for a cylin-

drical source as a function of distance in another Gaussian random medium.
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Fig. 3. Scaled amplitude versus scaled distance for a cylindrical source at
three different values of ka = (2 r/X) = 3.8, 4.8 and 6.3. Medium is a whole
space with a rms 10% variation in the P and S wave velocities.
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Again, the rms velocity variation is 10% superimposed on a uniform veloc-
ity field. The propagation distance has been normalized to the heterogene-
ity scale length and the amplitudes have been scales to reflect cylindrical
spreading. Three values of normalized wavenumber ka have been shown,
ka - 3.8, 4.8, and 6.3. For comarison, to a cylindrical source in a medium
of 5 km/sec with a heterogeneous scale length of 1.5 meters, and a 10%
rms P and S wave velocity variation, we would expect a 2 Hz wave to
be attenuated by a factor of 0.5 within 13 km. Results from the previous
example with plane waves indicate that a plane wave would be attenuated
by a similar factor of about 0.5. Since the degree of apparent attenuation
that results from heterogeneity is not linear with the amplitude of the
heterogeneity variation, these results should only serve as an indication
of the extreme nature of the possible attenuation of peak amplitudes due
to scattering. Furthermore, since a great deal of the energy is simply
transferred to the coda of the direct wave, spectral measures would
measure less attenuation of the seismic pulse.
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Three-Dimensional 
Images of

the Earth's Interior

J.H. Woodhouse and A.M. Dziewonski

Introduction
Even though the surface expression of the earth dynamics is known

in great detail, and this overall pattern is well explained by the theory
of plate tectonics, our understanding of the processes involved decreases
rapidly with depth. The inaccessibility of the medium below some 10 km
necessitates the inference of the conditions in the deep interior of the
earth from observations at the surface. Of all methods available in earth
sciences, seismological techniques have potentially the greatest resolu-
tion for the remote sensing of in situ material properties.

Knowledge of the lateral heterogeneity has also important practical
applications in imaging the seismic source. The distortion of a lens from
spherical symmetry may give a false image of the position and brightness
(source mechanism, moment) of an event. An important part of our
motivation to undertake this study was to obtain the means for a refined
estimation of seismic source parameters.

Regional studies of crustal structure have been carried out for several
decades. For depths less than, say, 150 km it was possible to use sur-
face wave data from a particular region (Canadian Shield, Brune and
Dorman, 1963; various provinces of the Pacific Ocean, Forsyth, 1975;
Leeds, 1975, for example). Attempts to understand the pattern of regional
variations in the upper mantle at greater depths began in the 1960's
(Toksbz and Anderson, 1966) but these involved the important assump-
tion that the structure is defined at all depths by the tectonic expression
at the surface (shields, young or old oceans). This is so called 'pure path'
analysis or the regionalization approach. Its weakness is that the iritial
assumptions cannot be tested: for example, it is impossible to fund out
in this way whether the Siberian and Canadian shields are different at
depth, because all shields are constrained to be the same. The first papers
in which the assumption of regionalization was avoided are recent (Masters
et al., 1982; Nakanishi and Anderson, 1982) and these were made possible
by the availability of a large volume of high quality digital data from a
global network of IDA instruments (International Deployment of Ac-
celerometers; Agnew et al., 1976).
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The accumulation of data from the IDA network as well as the GDSN
(Global Digital Seismograph Network; primarily its SRO/ASRO compo-
nent; Peterson et al., 1976) over the last six years makes it possible
to sample the globe very densely with surface wave observations. Full
utilization of these data has required the development of new techniques
of analysis. In the present study we describe an approach involving the
iterative refinement of the earth model by matching the observed and
synthetic waveforms. This method allows us to use all information con-
tained in a seismic recording, rather than just the fundamental mode
dispersion characteristics, which have formed the basis of previous
studies.

Global investigations of lateral heterogeneities in the lower mantle
have been very few and have suffered from either poor spatial resolu-
tion (Dziewonski et al., 1977) or instability (Sengupta and Toksoz, 1976).
Travel times of body waves has been used to study the lower mantle
structure. The uneven distribution of seismic sources and receivers leaves
unsampled large areas of the world, and imposes a severe limitation on
the scale of features that can be resolved globally. However, in the pres-
ent study, we have found it possible to resolve lower mantle features
up to degree and order 6 in spherical harmonics. This is achieved by mak-
ing use of a very large data set compiled by ISC (International
Seismological Centre), careful selection of data, and by formulating the
inverse problem directly in terms of expansion coefficient of spherical
harmonics.

The combination of the results obtained using these two very dif-
ferent data sets and techniques allows us, for the first time, to map in
three dimensions the structure of the entire mantle.

Methods
Lateral variations both in the upper and lower mantle will be described

by a spherical harmonic expansion with coefficients varying as polynomials
in radius:

K z t

8m(r,0,-0) K E E E kc f(r) Yn(O,). (1)
k-0 t-=0 M,,-f

In the upper mantle observations are powerfully sensitive to shear
velocity, v,; for technical reasons we use m v 2 in expanding man-
tle structure in the interval r67, < r < rmoo. The functions fk (r)
are Legendre polynomials defined on this interval. In the lower mantle
the data are P-wave arrival times and Bm = u.. The functions
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4(r) are again Legendre polynomials defined in the interval rCMB < r
< r670, where CMB stands for the core-mantle boundary.

(a) Upper mantle. The data used in this study for the determina-
tion of upper mantle structure consist of seismic waveforms at period
greater than 135 s, and the technique we adopt is that of adjusting the
global structural parameters in an iterative least squares procedure to
best match the observed traces. The records typically are from 4 to 9
hours in duration. The principal seismic phases contained in such data
are fundamental mode Rayleigh and Love waves and (to a lesser extent)
their first few overtones. Records of this length contain several orbits
of these surface wave phases, so that a single record contains informa-
tion about the entire great circle path defined by a particular source-
receiver pair.

The theoretical seismogram corresponding to each data seismogram
is calculated by model superposition (Dziewonski et at., 1981), initially
for the spherically symmetric reference model (model PREM; Dziewonski
and Anderson, 1981), but in subsequent iterations for the adjusted
aspherical model. To calculate the theoretical seismograms in an aspherical
model we employ an asymptotic approximation to the phase of each mode,
which depends upon the path averages of the model along the minor and
major arcs of the path. This approximation also makes feasible the calcula-
tion of the partial derivatives of each synthetic seismogram with respect
to the expansion coefficients of the model; these partial derivative
seismograms are needed in the formulation of the inverse problem for
structural parameters.

In order to apply this procedure we require a good representation
of each earthquake source. The long period radiation of a source is
characterized by its moment tensor, and while estimation of moment ten-
sors has become somewhat routine (Dziewonski and Woodhouse, 1983),
it is important in this study to minimize the effect of lateral heterogene-
ity on the moment tensor estimates. For this purpose we iteratively ad-
just average earth structure for each path, independently of other paths,
and repeatedly determine the source parameters. At this stage both the
'mantle wave' data described above (f < 1/135 Hz) and long period body
wave data (f < 1/45 Hz) are used, and the structure for each path is
found by using simultaneously the body wave and mantle wave data for
all available components (vertical, N-S, E-W).

The events used in this study were chosen to achieve good global
coverage. Dividing the globe into 100 x 100 cells, we have selected at
least one, and often two, earthquakes in each cel for wrich a sufficiently
large event was available. We are limited to earthquakes which have oc-
curred in recent years since an adequate digital data set has been available
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only since 1977. A total of 53 events was selected, ranging in moment
from 4 x 1018 Nm to 3.6 x 1021 Nm. Data from the IDA and GDSN digi-
tal networks yielded some 2,000 mantle wave seismograms correspon-
ding to 870 paths.

Using this data set we have found it possible to resolve the distribu-
tion of shear wave velocity up to degree and order 8 in spherical har-
monics, with coefficients des-ribed by cubic polynomials in radius. Thus
in Equation (1) L = 8, K= j; the model is described n' 324 param-
eters kce.

Using the procedure outlined here, we hwe ,: ,nstructed two upper
mantle models, M84A and M84C. The paramiizieis of these models and
a more complete description of the method are given in Woodhouse and
Dziewonski (1984). For model M84A no a prioi information wa- incor-
porated, and for model M84C a simple model of the distribution of con-
tinental and oceanic crust was specified. The effect of the crustal struc-
ture is significant but the two models do not differ greatly in qualitative
terms. While the model M84A (without crustal correction) provides a
valuable test of our ability to resolve known, large scale features near
the surface-such as shields and mid-oceanic ridges-we regard the model
M84C (with crustal correction) as the better representation of
heterogeneity in the upper mantle, and only this model will be discussed
here.

The introduction of corrections for laterally heterogeneous struc-
ture helps to achieve significantly better match between the observed
and synthetic seismograms. An example is shown in Fig. 1; these records
were not used in the derivation of the model.

(b) Lower mantle. The 'time term' approach to the analysis of
travel times of seismic waves (Willmore and Bancroft, 1960) has been
first used in the analysis of teleseismic (A 6 25 ° ) data by Cleary and
Hales (1966). A travel time anomaly, 6tij, observed for the i-th station
and j-th earthquake is assumed to be the sum of the source term, b,
receiver term, di, and the effect of the anomaly associated with the
structure of the medium, aij:

btij - aij + by + di + c-ij ;(2)

where eii is the error term. The methods of treating such observational
equations in analyses involving several thousands of sources and nearly
1,000 stations have been discussed recently by Dziewonski and Ander-
son (1983). Here we assume that the receiver term absorbs the effect
of anomalous upper mantle structure, and the source term is removed
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Event of 3/12/83, 1:36:36.6, Lat -4.10, Long 127.92, Depth 22.0
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Fig. 1. Event of 3/12/83, 1:36:36.6, Lat -4.10, Long 127.92, Depth 22.0.
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by spatio-temporal relocation of the event. The medium term aii de-
pends on the laterally heterogeneous structure of the lower mantle:

= - G(Q) • 8v(x) dt; (3)

where is the running arc distance, G is the differential kernel for the
spherically symmetric reference model, and x (xi, xj, t) is the coordinate
of the points along the ray path. Substituting our form of the velocity
expansion, we have

G; --= k¢ ! [x G(Q) f() Ym(x) dt. (4)
k,1,m M

The integral above can be evaluated numerically, and the equation of con-
dition for bti, is now defined as a linear combination of the source andM

receiver terms as well as the coefficients hc e. The appropriate system
of normal equation is solved using iterative methods; for details see
Dziewonski (1984).

The ISC Bulletins for the years 1964-1979 list arrival times of body
wave phases for over 100,000 earthquakes. The data on the P-wave ar-
rivals are the most numerous and accurate: there are some 3 million
readings contributed by over 1,000 globally distributed stations. The ISC
data have been used recently by Dziewonski and Anderson (1983) to
derive improved travel times for the P-waves and to determine the sta-
tion correction terms. Several years ago, Dziewonski et al. (1977) used
the data of 1964-1970 in the initial attempt to recover large scale veloci-
ty anomalies in the lower mantle.

Most of the earthquakes listed by ISC have inadequate station
coverage in distance and azimuth to constrain well the source location:
only 8,000 events passed our selection criteria. The distribution of events
is uneven: using a 50 x 5' cell as a unit of geographical coverage, 75
percent of the cells are empty while the highest count for a single cell
is nearly 500 or, roughly, 6 percent of all selected events (Fig. 2). Distribu-
tion of the receivers is also nonuniform, with a large concentration of
stations in Europe and North America. To prevent aliasing by this uneven
distribution of stations and receivers, we have established a weighting
scheme in which contribution from each non-empty source-receiver pair
of cells is treated with equal weight, regardless of the actual number of
observations.
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The dimensions of areas with no sources or receivers impose limits
on the maximum angular, L, and radial, N, order number of the solu-
tion. Experiments indicate that beyond L -6 and N = 4 the solutions
are unstable; Dziewonsi (1984) tabulates the coefficients kCmefor several
models.
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Maps of the Earth Interior
Representation of velocity anomalies by Eq. (1) allows us to calculate

the perturbations at any point within the mantle. We shall show here
several maps of the anomalies at fixed depth and cross-sections through
the mantle along selected great circles.

Figure 3 shows anomalies in shear velocity at depths of 150 km and
550 kIn; shaded regions indicate positive deviations. At shallow depths
well known tectonic features are apparent. All major shield areas-Baltic-
Siberian, Canadian, Australian, South African, Brazilian and Antarctic-
show high velocity anomalies. Low velocity regions follow the ocean ridges
and subduction zones of the West Pacific. Old ocean basins show positive
anomalies. It is important to bear in mind that this pattern emerges purely
from the seismic data without any prior assumptions with regard to sur-
face tectonics. The introduction of the crustal correction only accentuates
the overall difference between continents and oceans, but does not change
the pattern conceptually.

Features which would not have been predicted on the basis of sur-
face observations include a velocity low off the west coast of North
America, a bridge of high velocities connecting South Africa with Ant-
arctica and relatively high velocities near the equator on the mid-Atlantic
ridge.

The close correlation with the known surface features begins to
diminish below 200 km. At 250 km many portions of ridges are underlain
by high velocities; notable in this respect is the South East Indian Rise
south of Australia. The back-arc regions of the west Pacific are fast at
this depth. At 300400 km ridges disappear, except for those of the
southern Pacific, and the low velocity anomalies tend to localize in the
neighborhood of major hotspots: Red Sea, Kerguelen, Hawaii, Iceland,
Tristan da Cunha, together with a low velocity anomaly centered on New
Zealand. One of the few linear features remaining at this depth is ap-
proximately aligned with the Emperor seamount chain of the north Pacific.

The map at 550 km depth (Fig. 3b) shows little or no resemblance
to surface features, and is dominated instead by two large plateaus of
high velocity-one encompassing South America, much of the south and
central Atlantic and parts of west Africa, and the other extending from
50' N to 650 S in the west Pacific. The entire Pacific basin east of the
1800 meridian, together with North America, is a region of low velocities,
as is the Eurasian continent. The Red Sea remains a strong localized
anomaly slightly shifted to the northeast. At this depth there is a strong
degree 2 component, consistent with the transition zone model of Masters
et al. (1982).
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Figure 4 shows two maps of the lower mantle P-wave velocity
anomalies. These maps are synthesized using expansion up to degree
6 in spherical harmonics rather than degree 8 used for the upper mantle.
Figure 4a is for 1000 kmn depth. The maximum level of anomalies

(a) Upper Mantle Model M84C: Depth 150 kmn
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exceeds only slightly 0. 5 percent, significantly less than variations found
for the upper mantle. One of the prominent features is a low velocity
region south of Hawaii; there is also a high velocity zone near the southern
tip of Africa. There seems to be very little correlation between the pat-
tern for deeper regions of the upper mantle and the structure near the

(a) Lower Mantle Model L02.56: Depth 1000 km
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top of the lower mantle. We shall show later, however, that there are
a number of upper mantle features that continue obliquely into the lower
mantle.

The most striking feature of the map at 2500 km depth is a ring of
high velocities circumscribing the entire Pacific basin. Bottoming points
of rays at this depth must be at least 400 away from the source region
and, therefore, we do not expect this to be an artifact of the high veloc-
ity anomalies associated with subduction zones. The interior of the Pacific
basin is slow and this is consistent with the pattern in the upper mantle.

The overall level of heterogeneity is high just below the 670 km
discontinuity and just above the core-mantle boundary with variations being
minimum at 2000 km depth. While one must consider the possibility that
the structure at 670 km is poorly resolved, the high level of perturba-
tions near the core-mantle boundary is well documented by the increase
in the size of travel time anomalies in the distance rmge from 80 to
100* (see Fig. 10 in Dziewonski, 1984).

Figure 5 shows four cross-sections through the entire mantle. The
center line in the accompanying map is the complete great circle along
which the section is taken. The upper mantle (depth 25-670 kin: vertical
exaggeration 8:1) shows relative S-velocity perturbations, and the lower
mantle (depth 670-2891 kin; vertical exaggeration 4:1) shows relative
P-velocity perturbations. Since resolution of both methods is poorest near
the 670 km discontinuity, the details in this region should be regarded
with caution.

Figure 5a is a section along the equator. Among the features of in-
terest in this figure are the downward extensions of high velocity anomalies
associated with the Brazilian shield and central Africa; these merge below
400 km, to form the broad plateau of high velocities noted in relation
to Fig. 3b. The mid Atlantic ridge separates the two anomalies near the
surface. The shallow dip of the African 'root' could possibly indicate shear
deformation across the upper mantle. This structure appears to continue
into the lower mantle at a somewhat steeper angle. Low velocities
associated with the Carlsberg ridge extend throughout the upper mantle
and into the uppermost portion of the lower mantle, merging with other
low velocity anomalies, which continue obliquely to the core-mantle bound-
ary. The back arc regions in the neighborhood of Borneo have low
velocities at depths less than 200 km, underlain by a high velocity zone
which may be associated with subduction in that region. This anomaly
also appears to continue, at an oblique angle, through the 670 km discon--
tinuity. Both upper and lower parts of the mantle show low velocities
across the Pacific basin.

The central part of Fig. 5b shows a cross-section across the Pacific,
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Models M48C and L02.56 - Equatorial Section
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roughly parallel to the spreading direction. Lithospheric velocities (depth
< 150 kin) increase with age, as has been inferred from shorter period
surface wave studies (this behavior could also be modelled by thickening
of the lithosphere; Leeds et al., 1973). At the edge of the Eurasian con-
tinent fast material occurs at depth, as may be erected from subduc-
tion, merging with the high velocity 'root* of Eurasia. It is of interest
to note that the high velocities associated with subduction in Japan ap-
pear to continue into the lower mantle (Jordan, 1977; Creager and
Jordan, 1983); one of the largest positive anomalies at the core-miantle
boundary is also directly beneath this region. This cross-section cuts,
at a different angle, the Atlantic anomaly in the lowermost upper man-
tle, and also shows the convergence at depth of the anomalies associated
with South American and Africa. The pronounced low velocity anomaly
beneath the Red Sea can be seen on the left, and also appears to con-
tinue into the lower mantle.

Figure 5c is centered on the ridges of the eastern and southern Pacific,
and illustrates well the variability of the depth extent of the low velocity
anomalies associated with ridges. The North American and Eurasian roots
appear to persist to about 400 km depth, and are separated only near
the surface by the spreading center. Low velocities behind the Himalayan
front may be symptomatic of the Indian-Eurasian collision.

Figure 5d intersects the low velocity anomaly south of Hawaii, and
shows it to be continuous with a feature which extends to the core-mantle
boundary. The Tonga-Kermadec subduction zone is exceptional in that
it does not express itself as a high velocity region in the lowermost up-
per mantle, but is underlain by a column of high velocities in the lower
mantle. The African 'root' extends to great depths in the north, in con-
trast to North America, which appears in this section as a comparatively
shallow anomaly.

Discussion
The studies reported here have produced the first three dimensional

representation of the structure of the Earth's mantle. It is to be expected
that further improvements in resolution and accuracy will follow, though
this is, to a large extent, dependent on the improvemeats and expansion
of the global digital network. We anticipate that the interpretations we
have placed upon the observed patterns will be added to by future studies;
our aim has been to present the observations, rather than to draw all
of the possible conclusions. The following general conclusions may,
however, be made.

The hypothesis of continental roots, extending deeper than the
lithosphere (Jordan, 1975, 1978) appears to be largely confirmed by our
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results. Typical depths of roots are of order 400 kin, though Africa ex-
tends to greater depths.

Ridges are very variable in their depth extent, many terminating above
a depth of 200 kin, but other, particularly those of the south Pacific, ex-
tending to depths as great as 400 km.

At 350-450 km depth some hotspots represent well-defined negative
anomalies. Otherwise, at depths greater than 400 km we find no apparent
correlation with surface tectonic features. The transition zone is dominated
by a degree 2 pattern, and the range of perturbations is of order ± 2.5%;
this is comparable to the velocity contrast across the 400 kn discontinuity,
and should be taken into account when considering the global properties
of this boundary.

Soon after the publication of the results of Masters et al. it was sug-
gested that their strong degrec 2 pattern for Rayleigh waves was not
in conflict with a regionalized earth model. Our results indicate that
regionalization would be justified for the upper 200 kin, but that the nature
of the transition zone is quite unrelated to surLe tectonics, and our model
of that region is rather similar to that of Masters et al., except for some
added detail.

While the distribution of velocities in the lower mantle bears no rela-
tion to surface tectonics, a number of upper mantle features appear to
extend continuously into the lower mantle: e.g. the low velocity column
south of Hawaii (Fig. 5d) which extends form the core-mantle boundary
to a depth of 100 km.

One of the most regular features of the lower mantle model is a ring
of high velocities around the Pacific, which can be traced from a depth
ef 1500 km to the core-mantle boundary. The level of perturbations in-
creases significantly near the core-mantle boundary and the rms level
of perturbations there is 3 to 4 times greater than at 2000 kin.

Under the assumption that density perturbations are proportional
to velocity perturbations it is possible to investigate the correlation of
the velocity models with the geoid. The calculation is particularly simple
if one treats the earth as a rigid body. In this case we find like Masters
t a. (1982) that the velocity anomalies in the transition zone are strongly

correlated with the geoid for degree 2. For degrees 4-7 we find a
systematically negative correlation, in agreement with recent results of
Nakanishi and Anderson (1983) who have correlated the geoid with the
local phase velocities of Rayleigh waves. For the lower mantle strong
negative correlation is found for degrees 2 and 3.

The earth is not, however, a rigid body, and the true geoid predic-
tions of these models depend upon the response to internal loading of
a viscous earth. Richards and Hager (1984) have developed a theoretical
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framework for this calculation, and its application to models such as those
described here, should follow soon.

Some improvements in the resolution of heterogeneous structures
could be achieved by the use of currently available body wave data.
However, because the distribution of major seismogenic zones is fixed,
major progress will requpire a substantial increase in the number of high
quality digital stations. We would hope that the current initiative oi ahe
seismological community, in the United States (IRIS) and abroad, to
develop a global network of 100 very-broad-band stations will be strong-
ly supported.
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Sensors, Systems and Arrays:
Seismic Instrumentation under

VELA-Uniform

W.E. Farrell

1. Historical Overview
The VELA-Uniform program was inaugurated a quarter of a cen-

tury ago to improve the seismic detection and identification of underground
nuclear explosions. It has been a major sponsor of seismic research ever
since. A key element in the program has been the development of im-
proved seismic instruments and seismic systems. It was realized at the
very inception that major advances could be expected to accrue from
work in these areas, and instrumentation, signal processing and data
management fgured prominently in the Berkner report (Berkner, 1958)
which formed the basis of VELA-Uniform. A dramatic visualization of
the progress fostered by VELA-Uniform is seen by comparing
photographs of a vintage 1960 WWSSN seismic observatory (Fig. 8) and
a mid 1970's SRO seismic observatory (Figs. 6 and 7). Today we have
moved even further, for the RSTN seismic system runs unattended and
transmits data globally va real-time satellite telemetry.

The developments in instrumentation have been a response to two
somewhat overlapping requirements for seismic identification of
underground explosions. The first of these has been to understand the
excitation and propagation of elastic waves in the earth. The response
to this requirement has been the development of a succession of
seismoimeter systems and the programs (LRSM, SDCS, SRO) for their
deployment. The second general requirement might be called the monitor-
ing requirement. Among the instrument systems sponsored to meet this
requirement would be included the small (5 km aperture) Geneva-type
arrays, the large (LASA, NORSAR) arrays, the ocean bottom seismology
effort and the deep-well effort. To simplify even further, the objective
of this latter work has been to eliminate noise, whereas the objective
of the first has been to model signal.

The scale of effort required to build and operate the seismic systems,
with respect to both data collection and data storage, has been so large

AL
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that from the beginning, industry has played a much larger role than
academe in the instrumentation side of VELA-Uniform. Among the in-
dustriea, Geotech (a division of Teledyne since 1965) stands first today,
just as it did in the pre-VELA 1950's under its former names Beers and
Heroy and the Geotechnical Corporation. Sensors, recording systems
and field operations have always been the forte of Geotech.

During the first one and one-half decades of VELA-Uniforrn there
were several other organizations which made important contributions.
Notable among these are Texas Instruments, United Electro Dynamics
(purchased by Teledyne in 1964, renamed Earth Sciences Division in 1965,
and merged into the Geotech Division to form the Alexandria, Virginia,
operation in 1968), and MIT Lincoln Laboratory. Texas Instruments,
(represented, along with the Geotechnical Corporation, on the Berkner
pane), played a major role in underwater seismology and real-time seismic
array processing. They also installed the first two of the LASA sub-arrays,
and participated in the operation of the Geneva arrays. United Electro
Dynamics, in its various guises, has operated the seismic data centers,
both for the fixed Geneva array data and the movable LRSM/SDCS
array data. The MIT Lincoln Laboratories contribution to the VELA-
Uniform instrumentation program was the design of the LASA telemetry
and data-processing system.

The universities played a subordinate but valuable role in "'ELA-
Uniform instrumentation. Columbia University's HGLP global seismic
array still partially functions as the ASRO (Abbreviated Seismic Research
Observatory) stations of the Global Digital Seismic Network (GDSN),
run by the United States Geological Survey. Both Columbia and the
Scripps Institution of Oceanography partidpated in ocean-bottom
seismology, and Columbia operated a deep sea observatory off Cape Men-
dicino for several years. At the University of California, Berkeley, VELA-
Uniform supported the establishment of several generations of moderate
aperture seismic arrays, which utilized radio telemetry and portable
recorders for data acquistion. These arrays were used to study earth-
quakes in California, and explosions at the Nevada Test Site (NTS). At
Caltech, Benioff led numerous instrumentation projects including strain-
pendulum combination seismographs, tiltmeters and "rotational"
seismometers, and the group was an early practitioner of direct digital
recording.

Many novel ideas for seismic sensors were developed and tested
for VELA-Uniform, but most of the unconventional approaches have
proved futile. Today, as in the past, vertical earth-motion is best sensed
with a mass-spring transdacer, and horizontal earth-motion is best sensed
with a swinging boom transducer. Enormous progress in seismic systems
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has taken place, however, even if the physics of the sensors is unchanged.
Transducers are lighter (by more than an order of magnitude), smaller,
more rugged, and better isolated from environmental disturbance. Elec-
tronic design is nowadays as important as mechanical design, and
telemetry and data recording are vastly more sophisticated, as a conse-
quence of the micro-electronics revolution.

The VELA Seismic Information Analysis Center (VESIAC) was
established at the University of Michigan to collect and disseminate the
findings of VELA-sponsored research. The coverage of this research by
VESAIC is complete for the period, slightly longer than a decade, dur-
ing which the center was in operation. The center was closed in 1971.

VESAIC organized and reported on topical meetings (e.g. VESIAC
1962a, 1964a, 1964b), prepared special review reports (e.g. VESAIC,
1962b, Carder, 1963), and maintained a complete bibliography. The final
revision of the bibliography of articles published in the journal literature
is given in VESIAC, 1971b. The entire bibliography, including unpublished
contractor reports, was issued in two volumes. VESAIC, 1965 contains
approximately 2000 abstracts of reports and articles. The bibliography
for the second half of the period monitored by VESAIC is presented in
VESAIC, 1971a. The final report for the entire VESAIC project is given
in VESAIC, i971c.

The heyday of the VELA-Uniform instrumentation program lasted
from 1959 to 1975, the date when the last of the Geneva arrays (TFO)
was closed, and the first SRO system was installed at the Albuquerque
Seismological Laboratory of the United States Geological Survey. By this
year the deep-hole research had terminated, all the Geneva arrays had
bEn abandoned and the earth-strain and ocean-bottom seismology
programs were greatly curtailed. Three years later LASA also ceased
operations.

2. Seismic Sensors
The expression seismic sensor is used here to connote the

mechanical or electromechanical assembly which converts earth-motion
into a voltage. Sensors are distinguished from systems, in that the latter
consist of multiple combinations of the former (e.g., strain-inertial
combinations) or consist of sensors coupled to recording apparatus. This
division is somewhat artificial, but helps to organize the material.

Melton (1981a, 1981b) has given a more extensive history of recent
seismograph developments. His comprehensive review article (Melton,
1976) describes the theoretical principles that have guided seismograph
design. The current state-of-the-art has been described by Herrin (1982).
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The usual division of sensors into long-period sensors and short-period
sensors has been retained, but this concept, to the extent it alludes to
the flee period of a second order mechanical system, is now quite
obsolete. The separation of seismic motion into surface waves and body
waves, the nature of seismic noise, and technical limitations all dictated
that, in the past, instruments of long free period were utilized to measure
surface waves and instruments of short free period were utilized to
measure body waves. The widespread application of force feedback has
changed this. Designers today favor broadband (from near zero frequency
to, perhaps, 20 Hz) feedback instrument for most applications, but the
mechanical sensor can have either a short free period or a long free period.
Sensors with short free period are especially advantageous for borehole
systems because of their compactness.

2.1. Short-period sensors. The VELA-Uniform era opened with
the massive Benioff instrument as the premier short-period seismometer.
This was perhaps the last of the earth-powered seismometers. With its
great inertial mass (100 kg), the Benioff was designed to be connected
to a galvanometer for direct photographic recording. There was both a
vertical and a horizontal instrument and the horizontal sensor had a
somewhat more symmetrical arrangement of the parts than the vertical.
First developed at Caltech, the Benioff design with its distinctive triangular
case had been transformed ino a mass-producible instrument by the
Geotechnical Corporation in the late 1950's, in response to the needs
of the seismic monitoring program. Each sensor weighed over 200 kg,
and a hoist was required to place them in position. The Benioff instru-
ment was the natural choice for the short-period sensors of the WWSSN
network, the first major seismological project sponsored by VELA-
Uniform. It continued to be used in most of the mobile LRSM obser-
vatories during the 1960's.

When connected to a phototube amplifier, the big Benioff could resolve
earth motions as small as 0.1 nm at a frequency of I Hz, (Gudzin and
Hamilton, 1961). This level is less than earth noise at this period, even
at a quiet site.

Under the aegis of the LRSM program Geotech initiated work on
short-period sensor technology to meet two main requirements: a more
transportable sensor for field use, and a borehole sensor to support
research in deep-hole seismology. By 1961 Geotech had developed the
"portable" Benioff seismometers, models 6102 (horizontal) and 4681
(vertical). Gradually, over the next decade, these replaced the original
"big" Benioff seismometers, models 1101 and 1051, respectively. The
lighter sensors were much appreciated by the field crews, but they were
still massive devices and awkward to install.
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The next advance in short-peod sensor technoloy was the Geotech
18300 moving-col seismometer. Although not the fruit of VELA-Uniform
research, it saw widespread use within the program from 1965 onwards.
The same basic instrument was found in the Geneva arrays, the deep
hole instrument systems and the portable seismic observatories. Like
the Ranger seisratreter of the same era, one sensor, with a minor
mechanical adjustment, could function as either a vertical or horizontal
seismometer. The entire instrument (5 kg inertial mass) weighs just over
15kg, and is contained within a sealed case so that it may be buried directly
in the earth. This sensor, known as the model S-13, is still manufactured
today.

With the portable Benioff and the model 18300 proving satisfactory,
sponsored research on traditional short-period sensors effectively ceased
before 1970. By this date the triaxial seismometer was available in both
short-period (Der, 1969) and long-period (Geotech, 1970b) versions and
it could be fitted easily inside a borehole package. Subsequently, the
KS36000 borehole system was developed in which force feedback was
used in order to broaden the bandwidth of a long period sensor. Thus,
advances in electronics, along with a requirement for three-component
borehole operation (to reduce earth noise disturbances on the horizontal
sensors) lead to other means for recording earth motion in the frequen-
cy band between 1 and 10 Hz.

2.2. Long-period sensors. Some of the most dramatic accomp-
lishments of the VELA-Uniform work on seismic instrumentation may
be seen in the history of the development of improved sensors for long-
period seismic signals. Whereas short-period sensors mostly needed to
be reduced in size, there were fundamental problems with long-period
seismic systems, primarily associated with mechanical stability, and
susceptibility to thermal and atmospherxc pressure disturbance. Not only
have these problems been largely eliminated, but simultaneously the
sensor size has been so shrunken, that the modem Model 44000 will
fit inside a 4 inch borehole.

2.2.1. Early Geotech instruments. The WWSSN and original LRSM
mobile observatories used Sprengnether model 100 (vertical) and 201
(horizontal) long-period seismometers. As with the big Benioff, these
sensors were designed for direct coupling to a galvanometer to provide
earth-powered recording. The long-period Sprengnethers were relatively
fragile, drifted, and tended to corrode in the field. They also were suscep-
tible to thermal and pressure disturbance.

The Geotech model 7505A and 8700C (vertical and horizontal, respec-
tively), instruments were developed to meet the VELA-Uniform require-
ment for a sensitive and portable long-period seismometer (Geotech,
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1966a). The Geotech seismometers could be shipped fully assembled
(except for the inertial mass) but they were not much more compact than
the Sprengnethers, and with a weight of over 70 kg were clumsy to
handle. Improved pressure seals and a massive case reduced the
sensitivity of the vertical instrument to pressure fluctuations. Remotely-
operated centexing and free-period selection permitted adjustment in the
field without the necessity of physica access and its concomitant ther-
na upset. This instrument remained the workhorse of the LRSM and
SDCS projects.

For a whve there was a need for a lighter and more portable long-
period seismometer, and Geotech continued to test new concepts. These
culminated in the model 28280 (vertical) / 28700 (horizontal) long period
portable seismoneters (Geotech, 1969). By the time these sensors were
avalble, however, the LRSM field-measurements program was wan-
ing and the attention of the seismic identification program was turning
towards borehole systems. Thus, the 28700/28280 .sensors saw little field
use, and, as happened with the short-period sensors, research into im-
proved sensors of traditional design had effectively ceased by 1970.

2.2.2. Triaxial sensorn. The triaxial seismometer of Melton
represented a radically new approach to the problem of seismometer
design. A ten year development program resulted in the testing of at
least three sensors embodying this concept, and culminated in their selec-
tion for field installation in long period arrays in Alaska (ALPA) and Korea
(KSRS). Yet analysts never fully became comfortable with the data from
these instruments, and when ALPA was dosed in 1970, the seismometers
were retired, and the project terminated. The progress of tlis effort may
be found in Hamilton etal., (1961), Hamilton (1964), Kirkpatrick (1968),
Simmons (1969), and, best of all, Melton and Kirkpatrick (1970). A brief
summary is given in Melton (1981a). Although the triaxial sensor has
been abandoned, to judge from photographs, the experience gained from
putting this sensor in a borehole package influenced the design of its suc-
cessor, the KS36000.

The tiaxial seismometer was a three-component instrument, in which
the sensing elements were all identical. This is in clear contrast to the
practice, before and since, in which there is a fundamental asymmetry
between the transducer used to sense vertical motion, and the transducer
used to sense the two horizontal components of motion. The symmetrical
arrengement was achieved by using the well known La Coste "zero-
length" suspension system. Unlike a gravity meter, however, for which
it is critical that the boom remain horizontal, in the triaxial seismometer
the boom is intentionally tilted so that it is oriented at an angle of about
35 degrees above (or below) the horizontal. With three such devices
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arranged symmetricall about the vertical, three orthogonal components
of earth-motion are detected, but the coordinate system is skewed with
respect to the vertical-horizontal system. The conventional up-north-east
components of motion are recovered by a simple transformation. This
may be accomplished by analog means, in real time, or as a step in the
analysis of digital daw.

A unique "triflexure" hinge provided control over the free period
(Weinstein, 1965), but in the ALPA installation this was supplemented
by an electronic period-adjustment, accomplished by a force feedback
circuit. In the early devices, Geotech models 11550 and 15560 (Simmons,
1969), the three inertial masses lay in the same horizontal plane. This
arrangement gave a diameter too large to permit borehole operation. The
final model, Geotech 26310, had the sensors placed one above the other,
resulting in a borehole package 10 inches in diameter and 21/z meters
long. This package weighed over 400 pounds.

2.2.3. HGLP instnmmnts. Starting with the work of Pomeroy et
aL, (1969, but see also Sutton and Oliver, 1959 and Alsop et al., 1961),
researchers at Columbia's Lamont-Doherty Geological Observatory
developed an improved long-period seismic system. By 1971 (Murphy
et al., 1971) a global network of High-Gain Long-Period instruments had
been installed at sites in Alaska, Australia, Israel, Spain, and Thailand.

A major impetus behind this work was the collection of better data
to assess the mb: M, seismic discriminant. A major discovery of the work
was the ubiquity of the seismic noise minimum (whey measured in
displacement units) at a frequency of about .03 Hz (Savino et al., 1972).
The technical description of these instruments is given in an anonymous
Columbia University report (Lamont-Doherty, 1971). The vertical instru-
ment was a Geotech model S-11 and the two horizontal instruments were
Geotech model S-12's. These sensors were the commercial versions of
the 7505 and 8700 described previously.

n important feature of the design was the massive hemispherical
dome which covered each of the three sensors, and sealed them from
barometric pressure changes (see Fig. 1). Three distinct transducers
were used to sense the motion of the inertial mass. Two of these were
velocity transducers of the moving-coil, fixed-magnet type, that were
standard features of the Geotech instrument. In addition, a displacement
sensor, using capacitor plates and a voltage-controlled oscillator, was
added. One of the velocity pickoffs was coupled through a 100 second
galvanometer to a phototube amplifier, the output of which was recorded
on photographic film. This channel was called the "high-gain" channel.
The second velocity pickoff drove another 100 second galvanometer
which wrote on Min directly. This was called the "low-gain" channel. The

Ix
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Fig. 1. The instrumentation for an HGLP observatory. The thick
hemispherical instrument covers are seen at the left. Both photographic and
digital magnetic tape recording was used in these systems.

output of the displacement channel, and the high-gain channel were both
recorded digitally as well, and all quantitative analysis of HGLP data was
made from these magnetic tapes.

When operation of the HGLP stations was transferred to the Albu-
querque Seismological Laboratory, the recording systems were totally
replaced with SRO-type digital recorders, and these stations remain in
service as the ASRO (Abbreviated Seismic Research Observatory) sta-
tions of the Global Digital Seismic Network (GDSN).

2.2.4. Quarz (Block & Moore) accekleter. From approximately
1965 until 1973, Block and Moore, working first at the University of
Maryland, then at the University of California, San Diego, constructed
a number of seismometers designed to measure long-period earth motion.
All of their instruments utilized the force-balance principle, which had
received sporadic attention previously, but more for the purpose of
automatic drift compensation than as an intrinsic design technique. At
first LaCoste and Romberg gravity meters were used as sensors, and
this followed work by Weber at Princeton and Maryland as part of the
NASA Apollo Provzjm. He had developed a modified LaCoste gravity
meter which as placed (unsuccessfully) on the moon for the purpose
of testing grr iation theories. These modified instruments were the first
sensors in v, 1ch the instrumental noise was indubitably less than the
very long period ( > 100 seconds) earth noise.

The seismological applications were apparent, and further work was
sponsored by VELA-Uniform. By this time the desirability of borehole
emplacement was recognized, and since the LaCoste instruments were
difficult to obtain, were bulky, and were unable to function as horizontal
sensors, a radically new design was conceived. In some respects, their
instrument was reminiscent of the classic Wood-Anderson seismometer,
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for the quartz accelerometer utilized an eccentric inertial mass attached
to a torsion element.

For compactness, the inertial element in the quartz accelerometer
was small. This raised the spectre of thermal fluctuations (Brownian
motion) exceeding the seismic motions, and to ameliorate this problem,
the instruments were evacuated. This caused difficulties from the start,
for to reduce the gas damping enough a hard vacuum was required. This
called for the use of stainless steel, and a lengthy bake-out. Damping,
of course, has no effect on the rms Brownian motion; it simply shifts
the power more and more into a narrow band at the resonant frequency,
typically one hertz. For long-period measurements, these quasi-resonant
oscillations could have been filtered out, so long as the sensing system
remained linear, but the goal was to achieve a relatively broad band
response, so another solution was sought. This solution was to employ
feedback damping (Kittel, 1958, p. 152). Melton (1981a), recounts the
early confusion about thermal noise amongst seismologists and notes that
O.D. Starkey at Geotech was working along similar lines. See also Melton
(1976). In fact, the principle of feedback damping never worked satisfac-
torily for the quartz accelerometer. Internal magnets were added to sup-
press the resonant oscillations, and virtually all published data from these
instruments were obtained from open-loop sensors.

The most complete description of the quartz accelerometer may be
found in the thesis of Dratler (1971), and briefer accounts are given by
Block and Moore (1970), Dratler and Block (1972), and Block and Dratler
(1972, 1973). A few commercial versions of this instrument were manufac-
tured by the Diax Corporation, but a critical assessment of its manufac-
turability, cost, and reliability (Sherwin and Moore, 1973) resulted in the
decision to terminate work on these instruments. Many of the lessons
from this project, however, strongly influenced the design of the IDA
long-period seismic system (Moore and Farrell, 1970; Agnew etal., 1976),
and the technique of feedback damping is central to Geotech's Model
44000.

2.2.5. KS36000 (SRO) sensor. The main issue of the VELA-Uniform
research into seismometry is the SRO array of KS36000 (KS for
Kirkpatrick and Starkey) seismometers. The ini design and experimen-
tation on this sensor was conducted as an internal research project at
Geotech. As the advantages of the new instrument became dear, the
VELA program then sponsored advanced development and testing of a
borehole configuration (Douze and Sherwin, 1975). The tests showed
the performance of the KS36000 to be earth noise limited in the long-
period band. On this basis it was selected for the Seismic Research

t
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Observatory (SRO) program. The first SRO station was installed at the
Albuquerque Seismological Observatory of the Geological Survey in 1975.
By 1978 the full network of nearly twenty stations had been deployed
worldwide.

The KS36000 (Fig. 2) is a compact, three-component seismometer,
in which magnetic force feedback is utilized to shorten dramatically the
natural period. In the absence of feedback, the sensors would have a
free period of approximately 5 seconds, but in closed-loop operation the

Fig. 2. The KS36000 seia-
niometer mode.
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effective resonant frequency is approximately one hertz. Farrell and
Berger (1979) describe the KS36000 feedback control system, and
Peterson et at. (1980) provide a more general description, particularly
emphasizing the frequency-response fimction and the calibration method.

Besides the remarkable achievement of adapting such a sensitive
device to borehole operation, with the problems of locking in place,
leveling, and remote control, the KS36000 is notable in that the vertical
sensor has no provision for mechanical centering. This requires that the
electronic force-balance circuitry be able to handle the full geographic
variation in the acceleration of pravity (0.5 m/s2), and yet have an rms
noise level less than 10- 9 m/s around the earth-noise minimum at 20
seconds. This was achieved with a sophisticated modulation-demodulation
arrangement within the feedback loop.

The KS36000 was originally designed to monitor the three com-
ponents of long-period earth motion. For the SRO system an extra filter
was attached to the vertical chaind, to provide one short-period output.
This has not proved entirely satisfactory, for the short-period channel
distorts, in a very subtle way, many teleseismic body waves from
magnitude 6 and larger events. Also, certain details of the response func-
tions of the several analog filters proved unsatisfactory, and although these
have been and are being changed, the result is an extremely complicated
calibration history. Further, experience in the field has shown that
lightning-induced voltage pulses have caused the signal multiplexers to
assign the wrong channel identifications in some instances.

Geotech has continued work on the KS line of seismometers and
at least three versions of the KS36000 have been manufactured. Of
interest for seismic identification research are the five units built in 1982
for the Department of Energy's Regional Seismic Test Network (RSTN).
An even smaller system, the Model 44000, is being developed to fit within
a 3% inch borehole (Geotech, 1984b). An engineering prototype is now
operating at the Sandia Laboratory's seismic test facility in Albuquerque.

2.3. Strain sensors. Research on instrumentation to measure
earth strain was initiated very early in the VELA-Uniform program, and
continues to this day. Activity in this field peaked around 1970, when
Shopland, Fix and others were reporting on experimental results cbtained
with the first generation of instruments. Developments since 1973 have
been less publicized, and have been confined entirely to the problem of
perfecting a short (1 m) borehole strainmeter.

The major impetus behind the persistent attention to strain sensors
has been the possibility that signals from a single 3-axis seismometer
and a suainmeter could be jointly processed to form directional beams
and to improve the signal-to-noise ratio. If this could be successfully done,



476 sm, Syrsmw, and Anm: Seismic ixs&m fosa ...

then such a system might have perfonmace comparable to a typical small
aperture (-5 kin) seismic array, but occupy just a fraction of the ter-
ritory. This is the same rationale which motivated much of the early
borehole seismometer work. Unlike the deep-hole seismiometer arrays,
which did not live up to their promise because of the complex composi-
tion of the seismic noise field with respect to vertical wavenumber and
frequency, the development of strain-seismometer complexes has not
proceeded far enough to test adequately the theoretical predictions.

Benioff (1962) and Ronmey (1964) presented the basic concepts
behind the -lea of combining strain data with seismometer data. The
results of applying these ideas in practice were presented by Shopland
and Kirklin (1969c, 1970). A complete review of the subject may be found
in Fix (1973a), and a later analysis is given in Sorrells and Starkey (1980).
Figure 3 shows a contemporary system.

The first results of the VELA-Uniform research in strain seismometry
came from experiments conducted in the Ogdensburg observatory of
Columbia University (Major ef al., 1964). The instruments used in this
study were of the Benioff design, which uses quartz rods as the reference
member, and capacitive position sensors. Three horizontal instruments
approximately 200 ft. long, and a 50 ft. vertical sensor were built. These
were basically long-period instruments, and most attention was paid to
secular variations and the earth tides, although a few seismic surface
waves were studied. Thus, these instruments did not address the
possibilities of strainmeters in the 1 Hz frequency band.

Excepting a single, short (1 m) laser interferometer (Van Veen et
al., 1966), the quartz (or metal) bar technology has stayed with us. The
reason for this has been that, until the 1970's, frequency drift in the
available lasers was so large it generated instrument noise greater than
intrinsic earth noise.

The VELA-Uniform research on strainmeters has been conducted
almost entirely by Teledyne Geotech (but see Moore et al., 1974), and
has followed three distinct paths. These are (1) vertical instruments
suitable for borehole use, (2) horizontal instruments and, (3) portable
instruments. Today just the vertical borehole instrument is under active
development (Geotech, 1984a).

Attempts to detect weak teleseismic body-waves by combining strain
data with seismometer data are marginally successful (processor gain 6 dB)
when the background microseismic (6 sec) noise is high (Woolson, 1971;
Woolson and Sax, 1971; Woolson, 1972; Der, 1972). The method works
under these circumstances because large amplitude microseisms are
predominantly single-mode Rayleigh waves generated by ocean wave
action. When the microseisms are low, and under all circumstances for
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frequencies higher than I Hz, strain data seems to add no new informa-
* tion to that carried by the velocity (or displacement) field. This probably

reflects the fadt that for teleseismic body waves the signalto-noise ratio
for earth strain is less than for earth displacement.

2.3.1. Vecic (borhok) inshumeus. The vertical strainmeter
developed by Geotech, model 14936 (Shopland and Kirklin, 1969a) was
operated for some time at the Wichita Mountains Observatory (WMO),
at a site near Garland, Texas, and at Houlton, Maine. Most of the
18 meter instrument package is taken up by the steel referencwe member,
which is anchored at the top. A sensing assembly extends upwards from

Fig. 3. A schematic repme A

sentation of the borehole
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a lower anchor. Both a moving-cog and capacitive detector monitor the
motion of the bottom of the reference member. The upper and lower
anchors also serve to seal the hole, and the space between is filled with
oil to damp transverse motion of the rod. A translating mechanism of
high resolution is located in the sensing package, to allow the detectors
to be a4justed after instalation. A manetostrictive cafration rod presses
against the upper end of the reference member. An earlier report from
this project is Geotech (1963b), and latest developments may be found
in Geotech (1984a).

2.3.2. Portabe instn w ts. Between 1963 and 1970, Shopan and
his colleagues constructed a number of horizontal strainmeters at the
Wichita Mountain Observatory (WMO) and the Nevada Test Site. These
have been called "portable inst, _-ents", but the phrase is something
of a misnomer for an instrument many meters long, buried in a 4 meter
trench cut into rock. The strainmeters installed at WMO used 18 meter
quartz rods, and contained both a displacement and a velocity transducer
(Shopland, 1966, 1968; Shopland and Kirklin, 1969b, 1969c). Four
separate instruments spanning an arc of 135 degrees radiated out from
the central vault in which the transducers were located (Shopland and
Kiriin, 1969c Fig. 1). The bandwidth of the system extended in fre-
quency from .01 to 10 Hz.

The NTS installation used shorter rods (6 meters), and employed
only a capacitive displacement transducer. Six instruments were con-
structed at the Nevada Test site (Shopland, 1970a, 1970b, 1971).

2.3.3. The Queen Crek . The third major line of
research in strainmeter technology was the observatory established at
Queen Creek, Arizona, 40 km southwest of Phoenix (Fix, 1973a, 1973b;
Fix and Sherwin, 1970, 1972). The last cited report by Fix and Sherwin
describes the entire project, which lasted from mid-1968 until mid-1972.
Two horizontal strainmeters 40 m long, and a vertical strainmeter 12 m
long were installed in a mine, along with a variety of conventional
seismometers. To isolate the instrments from non-seismic disturbances
they were thermally insulated, and pressure-tight bulkhead doors were
used to seal the tunnel. Invar, rather than quartz, was used for the rods,
and both moving coi velocity sensors, and capactnce displacement sen-
sors were attached to the rods. Across the two sensor channels the useful
frequency range extended from 0 to 10 Hz.

The data obtained from the Queen Creek experiment greatly ex-
tended the understadng of the strain-noise spectrum, for no investigtors
before had made so many measurements with such good instruments.
Numerous seismic signals, both short-period and long-period were
recorded at this observatory.

-'
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3. Seismic Systems
3.1. Borehole instrumentation. The Berkner report recom-

mended that the pre-VELA work in deep-hole seismometry (see, for ex-
ample, Melton, 1981) be continued and expanded. This was done, and
the intial focu of the effort was to devise low-noise short-period systems
which could operate at depths in excess of 3 ki. Later, the po ties
of vertical arrays of short-period sensors were investigated. Finally, as
technical advances made it possible to fabricate small sensors with ade-
quate sensitivity to long-period earth motion, these too were placed in
boreholes.

Two considertions have motivated this work. The first has been
the search for techniques to increase the signalo-noise ratio of teleseism
body-waves on individual sensors. The second consideration has been
the desire to combine multiple borehole sensors to form vertical arrays,
giving the capability both of beamforming and increasg further signal-
to-noise ratio. Neither of these ideas worked as well in practice as had
been hoped, however, and the early flurry of activity had practically
stopped by 1970.

The major legacy of this research has been the rather comp.-''e
understandg of wind and pressure-generated earth-noise and its attenua-
tion with depth (Sorrelb, 1971; Sorrells at a., 1971. Sorrels and Goforth,
1973) and the technology of borehole seismometer operation (e.g., Van
Sandt and Levin, 1963; Mack, 1966). Most of the advantages of borehole
noise reduction are gained in the first hundred meters, and this deter-
mined the design of the SRO and RSTN seismic system.

Although it was always found that the background earth-noise de-
creased with depth, so did the signal because of destructive interference
between the up-gomg and down-going waves. For single-sensor systems,
the signal-to-noise ratio for body-waves remained essentially constant
down to depths of 2 km. At the bottoms of some of the deepest holes
(3 kin), however, the signal-to-noise ratio was often ten times its sur-
face value (Douze, 1964).

Attempts to perform ay processing on vertical seismometer strings
were not successful because practical boles were not deep enough
(<3 kin) to give enough wavenumber resolution. Although computer
studies indicated that multiple-mode noise fields could be filtered out
(Shumway and Dean, 1968), the processing faied when applied to real
data because of instability in the filter coefficients.

There were basically four instrument systems which were developed
to support deep-hole research, but generally their novelty lies more in
the packaging and provision for remote operation under hostile condi-
tions than in the sensor systems. At the start, the big Benioff variable-
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reluctance seismoneter was adapted to fit in a deep, 7" hole. The pack-
aged sensor was the Geotech 11167, and the entire borehole system
was known as model 22625 (Geotech, 1963a, 1964).

The Geotech model 20171 shallow-hole seismometer was a moving-
coil, short-period sensor with characteristics similar to the 18300/S-13,
but it was contained within a 9.5 cm (3.75 in.) sonde 1 meter long
(Anrew, 1965). The entire borehole system Mricated around this sensor
was known as the 21540. The 20171 had a maximum operating depth
of 300 m, only a tenth the depth of interest for the vertical array studies.
Thus, the 20171 shallow-hole instrument was adapted for deep-hole
(3 kn) application (Andrew, 1965). The new instrument was designated
as the model 2900 deep hole seismometer, and the entire system in-
corporating six of these into a vertical array was the model 248116
(Geotech, 1966a).

The fourth main branch of the borehole seismometry effort was the
work focused around Melton's triaxial seismometer. This work may be
divided into two sbects. First there were projects based on the borehole
version of the short-period sensor, in which it was used in long vertical
arrays (Shappee and Dozme, 1967; Der d at., 1968, Der, 1969). Secondly
there was the borehole long-period sensor (McMlllan, 1964; Melton, and
Kirkpatrick, 1970), which was deployed in the ALPA and KSRS arrays
and was the predecessor of the KS36000 seismometer.

One of the first vertical arrays was that described by Andrew (1965).
This was a 6 element system 9000 feet long which utilized a modified
20171 (later designated model 23900) moving-coil instrument. Later work
with the 6 element array was reported by Shappee and Douze (1967).
Their measurements were taken at Grapevine, Texas, as previously,
as well as sites in Oklahoma, West Virginia, Utah, and Pennsylvania. Fur-
ther work with this short-period array at UBO (Kelley, 1968) gave a
9 dB improvement in signal-to-noise ratio.

Shappee and Dome also reported on measurements made in the
Oklahoma well with another instrument package, a 4 element array of
short-period triaxial sensors. This same array was later used by Der (Der
et al., 1968, Der, 1969) for further measurements at Grapevine, the
deepest triaxial being placed nearly 3 kin below the surface.

A long-period instrument was operated in a shallow borehole by
Rector (1965), and we noted above the long-period triaxial system. Domze
and Sherwin (1975), in one of the last reports concerning borehole
seismometry, ran a KS36000 as deep as 1 km at Pinedale, Wyoming.
The Wyoming work indicated that at long periods there was not a great
advantage in going much deeper than 50 meters, at least at hard-rock sites.

The most exotic borehole work was the three dimensional array of

1t
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Broding et at. (1964) which operated briefly near Tyron, Oldahoma. Down
5 holes, they placed three sensors each (HS-10, the LASA instrument)
at depths of approximately 1200, 2400, and 3600 feet.

3.2. Ocean-bottom instrunmtation. There have been two main
approches to placing seismometers on the sea boftom; the self-contained
free-falling capsule and the tethered system in which the recorder is
located some distance away from the seismometer. The challenge is to
make the instrument work at sea and to get it back afterwards. With
so much of the earth unaccessible to conventional instruments, it is natural
that the VELA-Uniform Program supported underwater seismometry
from the beginning, and continued to do so almost until the present.
Reviews of ocean-bottom seismometer applications and technology may
be found in Philips and McCowan, 1978 and Prothero, 1984.

Considering the problems of attaching the instrument to the ocean
floor, and keeping the power consumption small, it is not surprising that
off-the-shelf seismic sensors have been used in all the instruments. Free-
fall, or pop-up, capsules were developed by groups at the University of
California, San Diego (Bradner, 1964; Bradner et al., 1965a, Bradner
d al., 1965b), and at Texas Instruments (Arnett and Newhouse, 1965;
Texas Instruments, 1968). The several instruments developed by both
groups contained three-component, short-period sensors. Bradner et al.
utilized a symmetrical three-axis sensor (a modified lunar seismometer,
designed at the Caltech Jet Propulsion Laboratory and made commer-
cially by United Electro Dynamics). This arrangement does not require
careful leveling, just the recording of the orientation of the vertical and
a compass bearing. The final Texas Instruments capsule used the Hall
Sears HS-iO, and in situ leveling was necessary. Data collected with both
these systems showed that the seismic noise on the seafloor at high fre-
quencies was about 30 dB greater than was typically found on land.

Approximately two dozen of the Texas Instrument systems were
manufactured. Two major crustal refraction experiments were conducted
with these capsules. Linville et al. (1968a) and Linville et al. (1968b)
describe a three phase experiment across the Rat Islands on the extremity
of the Aleutians. A total of 1000 km of data were acquired along a line
centered on the island of Semisopochnoi and oriented in a northeasterly
direction. Shots as large as five tons were employed. The other major
experiment, conducted off the Kuriles, is reported in McDermott et al.
(1967). The last study, apparent*y the end of the Texas Instruments ocean
bo tom seismometer work, is a description of measurements in the Gulf
of Mexico by BeAbout et al. (1968).

The tethered approach to underwater seismometry was pioneered
at Lamont (Sutton et al., 1965). A complete observatory was established



482 Slimen syawns atxd Am: stiolic im~...h~

100 miles off Cape Mendocino in 4 km of water. This observatory, after
two unsuccessfu deployments, ran for 6 years (Nowroozi et al., 1966;
Latham and Nowroozi, 1968; Sutton dt al., 19470). T7he instruments, con-
tained within three aluminum alloy spheres, were connected by cable to
a shore installation, at which the data were recorded and from which com-
mands were issued. Both long-period and short-period sensors were used
in Lamnont's OBS. The three-component long-period instrument was a
modified version of the triaxial which had been developed at Lanmont for
NASA. A commercial (Electrotech EVi?, EV17H) short-period seis-
mometer was used.

The Columbia group also made a series of seismic measurements
off Bermuda before the Point Arena observatory was installed. The use
of acoustic telemetry makes the instrumentation of these experiments
notable (Latham and Sutton, 1966; Thanos, 1966; Thanos and Hubbard,
1966).

The tethered approach to seafloor seismometry was recently selected
for the DARPA/Navy Marine Seismic System (MSS) project (Fig. 4).
The Purpose behind this project was to place a seismometer

MSS 82 Concept
installation, Recovery and Reirnstallation Structure

4000 Wen
(f~~lA-Cro" buoy\ - 8-0,0 bu.oy

23.000-ft
IV.4nch

pMW raid10,0004t
PQW~ bant 71-Unch pon~r braid

300.ft 5lS.4nO 
ap lg

atrain r*lbi

1144nc (aSIP)og

61isnometr e wplae inabrhlmpghtercodn akgectdo
thensealoo earb.Telopo al sn ertoesrae isa uctilie

for -o~il ntf t roventSWy.erM



W.E. Faor 483

system in a hole, in order to obtain quieter conditions. A variety of designs
was considered but thefinal selection had three Geotech short-period
sensors configured in a tube, which itself was attached to a carrier and
lowered to the seafloor. The carrier mated with the reentry coupling of
the Deep Sea Drilling Project hole. Attached to the instrument package
by 20,000 feet of wire was the recorder package, which also contained
the battery system. The recorder package could be released from its
anchor upon command from the support ship, so that the data could be
recovered and the batteries changed without disturbing the instrument.
The MSS has been deployed once in the Atlantic and twice in the Pacific
oceans, but the project is now terminated.

3.3. LRSM mobile and portable systems. Two distinct systems
were utilized in the LRSM program, the mobile observatories which
formed the nucleus of the program, and the portable systems which were
developed for the second half of the project (Wolfe, 1966; Geotech 1966b,
1970a). The mobile observatories (Fig. 5) required a small semitrailer
to transport the equipment, which was basically an augmented WWSSN
instrument system. This trailer was turned into the recording structure
at the field site. The portable system was packed in field containers
(Geotech, 1969, Fig. 2) and was transported by pickup truck. The mobile

T.

Fig. 5. The instrumentation used for the LRSM mobile observatories filled
a senitrailer. The trailer served as the observatory headquarters after deploy-
ment. The Benioff short period instruments in their distinctive triangular case
are located to the right. The box in the left midground is the shelter for the
phototube amplifiers. Forty of these systems were acquired.
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observatories required commercial power at the station, while the port-
able systems were operated from thermoelectric generators, and thus
had much greater freedom of location.

Shallow surface vaults were fabricated to hold the three long-period
and three short-periocd sensors for both systems. The compact Geotech
18300 short-period seismometer was utilized with the portable system
so that the three sensors were established in a single vault rather than
the three separate ones needed to hold the big Benioffs. The simplicity
of the portable systems may be attributed to several factors: the sensors
were smaller, FM magnetic tape rather than photographic film was used
for recording data, and active electronic amplifiers supplanted the passive
galvanometer amplifiers. In the mobile observatory a separate bunker was
needed just to house the galvanometers. The portable systems could be
set up by one person in less than a fifth of the time required for the mobile
observatory: 70 man hours vs. 400 according to Geotech (1966a).

The mobile observatories were similar in many respects to the
WWSSN instrument system of the late 1950's. Benioff short-period sen-
sors (Geotech Model numbers 1101 and 1051) and Sprengnether long-
period sensors (Models 101 and 201) were used for the seismometers.
In the beginning, both the long-period and short-period systems in the
mobile observatories utilized earth-powered recording (Geotech, 1961).
There were no active amplifiers in this method, and the passive trans-
ducers were connected directly to a galvanometer, the deflection of which
moved a light beam on photographic film.

Over the next several years, photocell amplifiers were incorporated
into the older mobile observatories and designed into the new portable
systems. (Melton, 1981b describes the history and technology of the
photocell amplifier). The photocell amplifier was needed to make use of
analog (frequency modulation) magnetic tape recording, and gave added
flexibility in data filtering. This transformation in amplifier/recorder
technology was completed by the middle of the decade. Advances in the
design and performance of transistorized amplifiers were so rapid, that
by 1966 (Geotech, 1966, p. 100) it was clear that these should be incor-
porated in future systems.

The period 1965-1967 saw the introduction of FM tape recording
to both the mobile observatories and the portable systems. Analysis tech-
niques still emphasized analog plots, so the FM tapes were generally
played back on to photographic film. By the end of the LRSM program
over 140,000 feet of film had been written. Although the FM tapes were
considered the primary archive data, digital transcription became more
and more prevalent during the concluding phases of the LRSM program,
and transcription laboratories were established both in the Garland
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(Geotech, 1968 Figs. 33, 34, 35) and Alexandria operations.
3.4. SRO system. The SRO seismic system (Peterson et al., 1976)

consists of a KS36000 borehole seismometer package (Fig. 6) and a data
recording sysiem (Fig. 7). The borehole assembly holds the three
orthogonal sensors, the feedback electronics for each sensor, data filters
and the sensor leveling mechanism. Multiconductor cable brings the
seismic data uphole, and passes power and control signals downhole. The
borehole assembly is wired directly to the recording system, except at
the one station where radio telemetry is used.

The SRO recor& g system has visual recorders to display the three
channels of long-period data and the single channel of vertical compo-
nent short-period data. Two digital tape recorders are provided, and a
2400 foot tape lasts about a week. The long period data are recorded
continuously with a 1 second sample interval. The short period data are
passed through a signal detection algorithm. Then the detector triggers
a short length of 20 sample/second data is recorded. The detector is
adjusted to give approximately one false alarm each hour.

3.5. DWWSS system. The Digital World-Wide Standardized
Seismograph (DWWSS) system was conceived in 1976 as an upgrade
of selected WWSSN stations to direct, digital recording. The system was
designed and assembled at the USGS Albuquerque Seismological
Laboratory, and installation began in 1980. Approximately 15 stations
have been modified to date.

A brief description of the DWWSS System has been written by
Peterson and Hurt (1982). As with the SRO System, only the vertical
component of short-period earth motion is recorded, and this takes place
only for time windows in which an event detector is triggered. This channel
is derived from the original Benioff seismometer.

The long-period Sprengnether seismometers were modifed with dif-
ferent pickup coils in order to support the DWWSS System. The amplifed
signals from all three orthogonal sensors are passed through both a long-
period and an intermediate-period filter before digitization and recording.
These signals are recorded continuously.

4. Seismic Arrays
4.1. WWSSN. Even after almost twenty years of operation, the

World Wide Standardized Seismography Network remains, perhaps, "the
finest, general-purpose, global system of seismic monitoring stations ever
operated" (Oliver and Murphy, 1971). In the view of many, it is the
premier accomplishment of the VELA-Uniform instrumentation program,
and yet the instrumentation is almost medieval, by modem standards.
Although set up as a research tool for studying fundamental problems

I".
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Fig. 6. The SRO sensor system In contained within a borehole sunde approx-
imately 3 meters long. The emplacement depth is typically 100 m. Three sen-
sors as wrell as all sensor electronics are contained within the module.
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1I

Fig. 7. The SRO recording system uses direct digital recording on magnetic
tape. Long-period data are recorded continuously, but short-period data are
recorded only when an "event" has been detected. The data recording and
calibration are performed by the small computer located immediately below
the right-most drum recorder.

in seismology, it can be argued that studies conducted on data from this
single network have been comparable in importance to that provided by
all other seismic systems for the problem of source identification and yield
estmnation.

The WWSSN has had a perilous history, and the support difficulties
noted by Oliver and Murphy in 1971 have continued to this day. The
WWSSN network has three fundamental weaknesses from the point of
view of the requirements of monitoring underground nuclear explosions.
The sites themselves, and the long-period sensors in particular, are noisy,
the data are recorded on photographic film with limited dynamic range,
and it usually takes many months for all stations to submit their data.
The recent upgrade of selected WWSSN station to direct, digital record-
ing (see Section 3.5) has not been completely successful. Despite these
limitations, data from the WWSSN continues to be intensively analyzed,

-.
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and results of importance to nuclear monitoring problems continue to
accrue.

For studying small underground explosions, the WWSSN is clearly
inadequate. It is dfic to judge precisely the yield threshold below which
the network detects less than half the actual number of events worldwide.
A general impression can be gained from the study by North (1977) of
the catalog produced by the International Seismological Center (ISC).
A large fraction of the stations reporting to the ISC are WWSSN sta-
tions, and North found that most events with magnitude 5 or above were
reported by 15 or more stations, and most events with magnitude greater
than 4.5 were reported by 3 or more stations. Noting that there have
been few presumed underground explosions with magnitude greater than
6.0 since the threshold limitation of 150 kt yield has been in effect, it
appears that the WWSSN yield threshold is around 5 kt. Based on pub-
lished data from the Lajitas site in Texas (Li, 1981, Fig. 20, Li d al.,
1984) contemporary, digital instrument systems installed at quiet sites
would be capable of a tenfold reduction in this limit.

James T. Wilson was chairman of a committee formed to advise on
the design and installation of the network. The strategy they devised
was to concentrate on the traditional seismic frequency span (.01 to 10 Hz)
and to use two separate 3-axis instrument systems. They called for
proven instruments which would require no extensive development. To
accomplish this the Geotechnical Corporation, working for the Coast and
Geodetic Survey, designed and constructed the 3 component, Benioff
short-period sensors, and the 3 component, Sprengnether long-period
sensors. Direct light-beam recording on photographic film was employed,
using galvanometers with periods of .75 and 100 seconds, respectively,
for the two seismic bands. Thus, the WWSSN is a totally earth-powered
seismic system. Figure 8 is a photograph of the equipment at a WWSSN
station.

A critical part of the WWSSN station is the crystal controlled clock
developed by Geotech (Melton, 1981b, Fig. 38). This gives accurate short-
duration, time-interval measurements and the radio time co-es impressed
on the records establish absolute time at all stations. A unique feature,
for the time, was the standardized response. Simple sensitivity adjust-
ment was provided, which did not interact with the shape of the system
transfer function. During normal operations calibration pulses are writ-
ten each day. This is another noteworthy feature which allows
seismologists to compare all records, quantitatively. The WWSSN pro-
ject has undoubtedly delivered more seismograms to seismologists than
all other research networks combined. This may be attributed to the
efficient data-management organization and the established practice of
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Fig. 8. The WWSSN instrumentation system shown here uses photographic
recording exclusively and is earth-powered. The three Sprengnether long-
period seismometers are displayed to the left of the cabinet that holds the
timing and calibration apparatus. The three massive Benioff short-period
seismometers are shown to the right.

copying every field record onto film "chips", photographic negatives
slightly larger than a 3 x 5 index card. Despite years of effort, it is not
yet possible for seismologists to browse digital data so effectively.

4.2. LRSM. The LRSM (Long Range Seismic Measurements) pro-
gram began in June, 1960 and continued for most of the decade (see
Geotech, 1969, for a brief history of the project and also Alsup and Guyton,
1964). The LRSM project continued a long-standing program to record
seismic signals from tests in Nevada (Geotech, 1959) and it was suc-
ceeded by the Special Data Collection System, a field measurement ef-
fort of much smaller scope. The major purpose behind the LRSM pro-
gram was to maintain a network of mobile seismological observatories
at which high-quality film and magnetic tape (fin) recordings were to be
obtained of signals from explosions at NTS and earthquakes. A vast quan-
tity of data wa, obtained under the LRSM program. An inventory of the
Seismic Data Analysis Center (SDAC) in 1981 (Dean, 1981) indicated
that the combined LRSM and Geneva array data collection amounted to
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37,000 analog tapes out of a facility total in excess of 83,000. During
one project period, a total of fifty station-years of data were obtained
during a twenty month period (Geotech, 1966b, Fig. 2). A map showing
the principal LRSM observation points is given in Fig. 9.

The LRSM measurement program was conducted out of the Geotech
Garland facility, and was rather distinct from the LRSM analysis pro-
gram which was conducted through the Alexandria data center, originally
known as the Seismic Data Laboratory (SDL). However, both of these
activities, the collection of the data and the support of a dedicated data
facility, followed directly from the recommendations of the Berkner panel.

A variety of special projects was accomplished within the LRSM pro-
gram in addition to the basic observation program. Among these may
be noted (Geotech 1966b; Geotech, 1970a):

(1) Site surveys for the LASA experiment
(2) Support of deep-hole seismography development
(3) Crustal studies near Tonto Forest Observatory, and participa-

tion in the TFO extended array telemetry program.
(4) Support of the strainmeter program.
(5) Support of the triaxial seismometer project.

The LRSM program began with 19, two-man observer teams who
were fruitlessly sent out to record LOLLIPOP, an NTS shot which never
occurred (Geotech, 1961). The number of observatories varied throughout
the program, with about 40 mobile vans in operation by 1963 (Geotech,
1968). Shortly thereafter, concurrently with the growth of LASA, the
LRSM program was scaled down, and the mobile observatories were

US sites where Geotech per-
sonnel and systems have col-
lected seismic data

Fig. 9. The LRSM program
spanned much of the United
States. Several overseas sta-
tions (not shown) were
operated as well.
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transferred in toto to other organizations. By the end of the decade only
9 mobile observatories remained attached to the VELA-Uniform program
(Geotech, 1970a). Two unique recording efforts, which were not actually
part of the LRSM program but which had similar objectives, were the
volunteer observes marshalled for the shots GNOME (Westhusing,
1963), and SHOAL (Weisbrich, 1965).

4.3. The Geneva arrays. In contrast to the WWSSN, which was
a global network conceived to meet the data requirements for fundamental
research in seismology, the Geneva arrays were installed specifically to
study the application of multiple element seismic antennas to seismic
monitoring of undergroumd explosions. As with almost all the work con-
ducted throughout the 1960's, the establishment of these arrays had been
recommended in the Berkner report. Five arrays were installed between
1960 and 1963 (Fig. 10), and they ran continuously until 1970 at which
time all except the Tonto Forest aray were dosed. Tonto Forest itself
was shut down in 1975.

The early background of the arrays is summarized by Carpenter
(1965). Wichita Mountains Seismological Observatory (WMO) in
Oklahoma became operational in October, 1960, under the management
of the Geotechnical Corporation. By the end of 1962 three additional
arrays were built and opened by Texas Instruments. They were Blue
Mountains (BMO) in Oregon, Uinta Basin (UBO) in Utah, and Cumberland
Plateau (CPO) in Tennessee. Although the geometric arrangement of the
sensors at these four arrays varied (see Fig. 11), the apertures were
all about 4 km. CPO had 19 sensors, with only ten elements being utilized
in the other three.

The Tonto Forest Observatory (TFO) in central Arizona was the
principal research station. With respect to the other Geneva arrays, its
aperture was bigger, the sensor spacing was denser, and it employed

T|

Fig. 10. The fiv~e Geneva 4
seismic arrays were located
in the western and southern
states. e large LASarray
was located in Montana.
CPO is now the site of an
RSTN station.
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Fig. 11. The regular Geneva
arrays (left column) had
apertures of about 4 km.
TFO was the esperimental cp 2
Geneva array. Also shown,
for comparison, is NORESS A
and a typical United King-
dom array, but we have TFO
taken the liberty of moving
the intersection point of 0 2 4
the two crossed arms L
(Carpenter, 1965, Fig. 2). km

YKA (United Kingdom)

more three-component sensors. Flinn and Dean designed TFO during
1960 and 1961, and it became operational under the management of United
Electro Dynamics in August, 1962. Throughout its lifetime, TFO was
the site of a number of special array studies, the most noteworthy being
the extended-array work just prior to LASA's creation, and the long period
array studies. The extended array configuration was achieved by siting
a number of LRSM mobile observatories at offsets as great as 300 km
from the array center.

The Geneva arrays produced data of the highest quality. This reflected
the first class instrumentation, the care exercised over array location
and sensor installation, and the interest of the full-time staff who monitored
operations 24 hours a day.

Numerous sensors were utilized at the five Geneva arrays. Vertical-
component Benioffs were originally installed for the array elements
(Gudzin and Hamilton, 1961). The standard photocell arrangement was
used for signal amplification, and recording was done on both photographic
film and magnetic tape.

Over the years the big Benioff was supplanted by the JM seismometer
(Johnson and Matheson, 1962), but the amplification, and recording
systems were unchanged. In addition to the short-period sensors
comprising the array elements, there was a variety of other instrumen-
tation, including short-period horizontals, three-component long-period
sensors, and shallow borehole verticals. All these data, including the
individual elements of the array, were recorded on analog tape, and many
studies of array seismology were based upon the records.
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The Geneva arrays were installed to detect P-waves from weak
events at teleseismic distances. These waves have phase velocities
greater than 10 km/s. Since the arrays had apertures of order 3 kn, and
the greatest signal-to-noise ratio for P-waves is at a frequency near
1 Hz, a simple algebraic sum of the sensor voltages was used for the
array output. Thus, there was no "steering" of the beam (by delay and
sum processing, for example) away from the vertical.

The advantages of steering (or beaming) the array, and one technical
approach for accomplishing this (passive, lumped-constant tapped delay
lines) were described in one of the first Texas Instruments analyses of
seismic arrays (Texas Instruments, 1961). Texas Instruments later built
a dedicated processor which formed beams and performed event
detection on the beams in real time (Texas Instruments, 1967). These
processors were installed at CPO (Edwards etal., 1967) and TFO (Clark,
1968). A discussion of the performance of the Texas Instruments
processor at TFO may be found in Blandford (1974). We note that this
addition of a dedicated beam-forming processor to the two Geneva
arrays happened after the successful application of the method at LASA.

4.4. LASA. The Large Aperture Seismic Array in Montana was
the grandest project of VELA-Uniform. It dominated DARPA
seismological research from the mid 1960's almost until it was dosed
in 1978. As is clearly explained by Green et al. (1965, p. 1823), the ma-
jor objective behind LASA was to obtain better seismograms with less
interfering noise and not merely to make a seismicity bulletin with more
complete coverage of small events. The principles behind the LASA ar-
ray, and the details of its design and installation are given in some detail
in the special issue of the Proceedings of the IEEE, Vol. 53, Number
12, published in December, 1965 (Briscoe and Fleck, 1965; Forbes et
al., 1965; Frosch and Green, 1965; Green etal., 1965; Wood etal., 1965).
The story of how United Electro Dynamics built LASA in six months
during the most severe winter (1964-1965) of the decade is fascinating,
and demonstrates technical and project-management achievements of the
highest order.

LASA (Fig. 12) may be looked upon as an array of arrays. It con-
sisted of 525 seismometers distributed over an aperture of 200 km, but
these instruments were grouped into 21 clusters, each comprising a sub-
array of 25 sensors with an aperture of 7 kin. The considerations behind
the concept of the sub-arrays have been summarized by Green et al.
(1965, p. 1869). The sensors were vertical-component, short-period
geophones, Hall-Sears model HS-10-1 (ARPA), which were modified
versions of a standard refraction geophone. The sensitivity of these
sensors was greatest at a frequency of 3 Hz.

Lm
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Fig. 12. The LASA array was composed of 21 subarrays, each with an aper-
ture of about 7 kin. The positions of the subarrays are shown on the left. The
plan of seismometer locations for a typical 25-sensor subarray is drawn on
the right.

The seismometers, within their water-tight housings, were installed
on short posts at the bottom of a 200 ft. hole. The holes were all cased
and cemented to be water-tight. At the ground surface, a small vault
contained the Texas Instruments parametric amplifiers (RA-5) used for
signal conditioning, as well as a calibration network (used to allow remote
calibration of each individual sensor) and the lightning protectors. Sub-
array signals were sent by buried cables to a Central Terminal Housing,
whence a nixture of land lines and microwave circuits carried the data
to the main field facility at Billings, Montana.

At the Billings data facility, several computer systems managed
array operations. Multiple beams were formed; these beams, as well as
individual sensor-channels, were recorded on digital magnetic tape; real-
time event detection codes monitored the received signals; and, finally,
a reduced data-stream was transmitted to the MIT Lincoln Laboratories
in Boston.

Shortly after LASA began operating, a three component, long-period
seismic system was installed in the vidnity of the Central Telemetry Hous-
ing (CTH) of each of the 21 subarrays (Gudzin and Hennen, 1967). Sub-
surface vaults of reinforced concrete were built, with three sealed
seismometer tank assemblies encased in the floor. The sensors install-
ed in the tanks were the Geotech 7505B (vertical) and 8700D (horizon-
tal). These sensors were only slightly different from the sensors with
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similar model number discussed previously. Signal amplification and con-
ditioning was accomplished in the CTH with a Texas Instruments
parametric amplifier and associated filters.

Several additional equipment changes were made through the years.
Among these were the installation of a microbarograph array, reduction
from 25 to 16 in the number of short-period sensors in each sub-array,
and reduction from 21 to 16 in the number of three-component sensors.
The surplus short-period sensors were used to build the NORSAR ar-
ray in 1970.

4.5. ALPA and other long-period arrays. The Alaskan long-period
array (ALPA) operated near Fairbanks, Alaska, from 1968 until October,
1970 (Geotech 1970b). It was a highly symmetrical, 19 element array,
with an aperture of 80 km and a sensor spacing of 20 km. Each of the
three-component sensors was placed in a 15 m borehole. The sensors
utilized were the Geotech Model 31300 triaxials, designed by Melton.
The instrument package was designed to fit within a 12 5/s inch cased
and dry borehole, and accessories permitted the instrument to be unlocked
and leveled after emplacement. Remote control of period and damping
was also possible. This capability of parametric variation is a well recog-
nized application of feedback technology, it is quite distinct from true
forcebalance feedback, as employ,-d, for instance, in the KS36000
seismometer.

The ALPA utilized digital radio transmission to send data and com-
mands back and forth from the Monitor and Maintenance Center (MMC)
at Pedro Dome, Alaska, and the separate sensor locations. On-site analog-
to-digital conversion took place in the wellhead enclosure which contained
the radio systems and the seismic amplifier and filter systems. A gain-
ranging converter was used in order to maintain a wide dynamic range,
and data was only transmitted following a request from the MMC, which
was issued once each second to every station in the network. Primary
power for each of the remote sites was obtained from a propane-fueled
thermo-electric generator.

The ALPA telemetry system was improved in 1975 when the Long
Period Data Acquisition Recording and Transmission System (LPDARTS)
was installed (Geotech, 1974; 1976). This system utilized, at the field
sites, autonomous clocks and digitizers which could be synchronized over
the radio link. Also, the data recording system was significantly changed.

The Korean Seismic Research Station (KSRS) was installed in the
early 1970's. Both a short-period array (using the Geotech 18300 sen-
sor) and a long-period array (using the Melton triaxial sensor, Geotech
model 31300) were constructed. The KSRS long-period array utilized
the same LPDARTS telemetry and recording system which had been
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developed for ALPA. Very little has been written about the two KSRS
an'ays, but the configuration of the short-period array may be found in
Pr&li et al., 1975 and Shen, 1978. A seismological evaluation of the short-
period array, conducted shortly after installation, is given by Blaik and
Der, 1976. Somewhat ;ater Texas Instrument,, nstalled the Iranian Long
Period Array (ILPA), an array of seven KS3( '),; seismometers (Texas
Instruments, 1977).

4.6. NORSAR and NORESS. The best references for the NORSAR
seismic array are Bungum et al. (1971), and Ringdal and Husebye (1982).
The design of NORSAR, which became operational in 1971, was strongly
influenced by the LASA experience. Indeed, the original HS-10-1
(ARPA) seismometers and the Texas Instruments RA-5 parametric
amplifiers were extracted from LASA to build NORSAR when the former
array was reduced in density. The original NORSAR aperture of 100 km
(see Fig. 13) was about half that of LASA, and the same concept of cluster-
ing the sensors into sub-arrays was utilized. In their original configura-
tion there were slightly fewer (22 compared to 24) sub-arrays at
NORSAR than at LASA.

The sub-arrays contain one long-period, three component seismic
system (Geotech Model 8700C and 7505B), in addition to the 6 short
period array elements. The sub-arrays have apertures of approximately
10 kin, comparable to the LASA sub-array aperture, but the reduced
number of array elements meant that the inter-sensor spacing at
NORSAR was 3 km, rather than 1 km or less as was the case at LASA.
Instruments are installed in vaults or shallow (3 to 15 n) boreholes.

I I 1'.
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Fig. 13. The NORSAR array,
like LASA, was composed of
subarrays. The NORSAR 6 " 0
subarrays utilized fewer 100 12
sensors yet had a Lrger
aperture. 1- 100 km--
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NORSAR is supported by a data and operations center at Kjeller
which conducts the same activities as the LASA Billings Center. Sensor
signals are formed into beams, automatic detectors are used to scan the
beam outputs, both single-sensor and beam outputs are recorded on digital
magnetic tape, and a bull,.,;!. of seismic activity is produced.

As knowledge of the spatial characteristics of earth noise and seismic
signals has grown, the sophistication of the array processing algorithms
has increased. At NORSAR, the beam calculations made allowance for
anomalous station-dependent time delays. Such anomalies are caused by
structural inhomogeneities beneath the sensors.

In October, 1976, the size of the NORSAR array was reduced by
half by removing from the south and west portions 15 out of the original
22 subarrays. This reduced array, with an aperture of 50 kin, remains
in operation today.

In 1979 the first version of a small-aperture experimental array
(NORESS) was installed around the 02 sensor position of the 6C NOR-
SAR sub-array (Mykkeltveit and Ringdal, 1981). Initially, the six existing
NORSAR short-period sensors were repositioned from the original 9 km
diameter arrangement, to a tight 2 kn diameter arrangement. Additional
HS-10 sensors were then added to densify the NORESS array
(Mykkeltveit and Bungum, 1984). From studies of signal and noise cor-
relations in data acquired from this experimental array, the final NORESS
array was designed. With an aperture of 3 kin, and sensor separations
ranging from less than 100 m up to 1000 m (see Fig. 11) this is one of
the densest arrays in operation.

Instrumentation for the final NORESS array was designed and in-
stalled by Sandia National Laboratory, for the Department of Energy.
There are 24 elements in the array with three-component sensors located
at 4 positions, and only vertical components located at the rest. Geotech
GS-13 sensors are used. They are placed in shallow boreholes, at each
of which is a well-head communications and control module. Fiber-optic
cables bring the sensor signals to the array center. Also located at
NORESS is a RSTN installation based upon the KS36000 seismic system.
Data from NORESS is telemetered back from Europe to several sites
in the United States. The on-line processing system for NORESS data
has been described by Mykkeltveit and Bungum (1984).

4.7. SDCS. Tk SDCS (Special Data Collection System) was a con-
tinuation of the LRSM program, but utilized both analog and digital recor-
ding techniques. The project, which was initiated in 1970 (Geotech, 1972)
and lasted until 1979, was directed towards understanding the cause of
the observed difference in body-wave amplitudes between eastern U.S.
and western U.S. stations (Der et al., 1980; Der et al., 1981). The
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Fig. 14. The SDCS record-
ing station used the portable
observatories which had
been developed under the
LRSM program. Most SDCS
observations were obtained ~~
at the sites of underground

explosions, and the numer-ous positions occupied at
NTS have not been dis.
tinguished on this map.

principle recording locations are shown in Fig. 14.
The majority of the sensing and recording systems used in the

initial phases of the SDCS program was inherited from the LRSM pro-
gram, but by this time most of the mobile observatory vans had been
retired, and it was the eleven portable systems that formed the primary
instrumentation. The three-component short-period data and three-
component long-period data were recorded on FM tape recorders at two
different gain levels, 20 dB apart. The dual-gain setting was used to over-
come the limited dynamic range (40 dB, typically) inherent in the fre-
quency modulation recording method. Since the SDCS recording system
was an analog system it was not possible to use dynamic gain-ranging.
Two special systems with even greater dynamic range were produced.
The units (Geotech, 1972) utilized a greater number of fixed gain
amplifiers, and generated 22 data channels. This required use of two 14
channel FM tape recorders.

About half of the SDCS data were collected on digital field-tapes which
were added in the last two years of the program. The response func-
tions of the SDCS short-period systems had a somewhat narrower band
width than the LRSM response functions, but both peaked
at about 4 Hz, significantly higher in frequency than the maximum at
1 Hz in the sensitivity of the WWSSN instruments.
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Design Criteria for Sizing Regional Arrays

John P. Claassen

Summary
A network of small arrays for in-country monitoring of a CTBT has

been advocated for well-known reasons. To date, experience with regional
signals and arrays has, however, been limited in comparison to teleseismic
monitoring. In view of the significant differences between teleseismic and
regional signals, careful consideration must be given to designing seismic
arrays for monitoring at regional distances.

Considerations from detection and estimation thery have identified
three criteria for sizing a regional array. The first criterion indicates that
the array diameter must satisy

D > 5X

for minimal velocity filtering and estimation. The second criterion states
that accurate bearing estimates, using high or low resolution methods,
require an array diameter of three or more kilometers. The third considera-
tion states that the diameter should not exceed the signal correlation distance.
As a result of these criteria, the array size is bounded above and below.

The bases for these criteria are established and discussed. The effects
of wavefront distortion, receiver perturbations and signal decorrelation on
array performance in light of these criteria are illustrated. The application
of these design criteria is hampered by inadequate knowledge of the signal
characteristics of regional events in different geologies.

Introduction
In view of the provisions of the Limited Test Ban Treaty of 1963,

a Comprehensive Test Ban Treaty (CTBT) focuses on the detection,
characterization and identification of underground nuclear explosions.
A network of small seismic arrays for in-country monitoring at regional
distances has been proposed as a method of verifying conformance to
a CTBT at an acceptable level. To date, experience in evaluating seismic
verification has largely been limited to events monitored at teleseismic
distances. in view of the significant differences between teleseismic and
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regional signals, careful consideration must be given to designing regional
arrays.

The design of a seismic array entails defining such factors as size,
geometry, number of sensors and the mixture of vertical and horizontal
sensors. Identification of these factors requires knowledge of the signal
characteristics and considerations arising from detection and estimation
theory. These elements are combined to particularly address the mat-
ter of array diameter/size. The sizing of an array is important to specify-
ing the performance of an array, defining suitable detection and estima-
tion algorithms and allocating real estate in the treaty negotiations.

Notions from velocity estimation, bearing estimation and detection
theory are integrated with known signal characteristics to establish bounds
on the array size. It is shown that velocity and bearing estimation
dictate arrays many wavelengths across for accurate performance. In par-
ticular, the array size is established for three bearing estimators to over-
come residual phase perturbations introduced by wavefront distortions
and variations in receiver characteristics. Good detection performance
also dictates large arrays appropriately filled with receivers.

Although detection and estimation both dictate large arrays, the size
of regional arrays is ultimately limited by the distance over which seismic
signals remain coherent. To establish the available spatial coherence, prior
efforts are reviewed and applied to estimate array size for the Lg phase.
It is also shown that current empirical evidence isn't sufficiently consis-
tent to specify array size for the P and P. phases. Extrapolations of
NORESS data (Ref. 6) suggest spatial correlation for Pg much larger than
previously reported (Ref. 4). New evidence also suggests useful spatial
coherence above 5 Hz for these phases.

Sizing Criteria
Results from Velocity Estimation. From Nyquist sampling

theory, the spatial resolution of an array in cycles/km is given by

k- (1)
2 w D

where D is the array diameter. When it is recognized that k/2,x = fv,
where f is the frequency and v is the velocity resolution criterion

Av X
v D (2)v D
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can be established at a constant frequency. To resolve velocity with 20%
accuracy requires an array diameter satisfying D z 5 X. For wavelengths
near 8 kilometers, the above constraint specifies an array diameter larger
than 40 kilometers. This same result implies that two nearly concurrent
events differing in velocity by 20% can just be separated with velocity
filtering. The above results assume conventional beamforming.

Results from Bearing Estimation. Although bearing estimates
haven't played a dominant role in locating seismic sources at teleseismic
distances, it is conceivable that at regional distances their role may be
more significant since the receivers are closer to the source. Accurate
bearing estimation, on the other hand, is extremely important to high
resolution beamforming for detection and signal recovery purposes. Point-
ing errors simply degrade the performance of high resolution algorithms.

The significance in minimizing bearing error for accurate location is
evident in the graphs of Fig. 1. There it is shown that a 1 1 error translates
into a positional error of 3 to 40 kilometers depending on the range A.
The graphs are only intended to be meaningful if the bearing biases in-
troduced by the meium have been removed and if position is estimated
from a single array.

The ability to estimate bearing accurately depends on the estimator,
the time-band width product (TB) of the signal, the signal to noise ratio

Fig. 1. The relationship so

between bearing error and a - 20*

location error. 70 G Globsl distance
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(S/N), and anomalous amplitude and phase errors introduced by the
receivers and medium in which the array is located. The designer can
select an optimal estimator and size the array to abate the effect of phase
errors.

To evaluate the influence of the choice of algorithm and array size
on bearing estimates, Monte Carlo simulations were conducted using the
concentric ring array proposed by LLL (Ref. 1) for use at NORESS. See
Fig. 2 for the array geometry. The simulations estimated bearing errors
for three algorithms, viz, 1) conventional, 2) minimum energy (Ref. 2),
and 3) MUSIC (Ref. 3), when phase errors are introduced. The bearing
error performance for all three algorithms was identical as shown in Fig. 3

2.0 Fig, 2. Geometry of a small
regional array.
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Fig. 4. Influence of spatial decorrelation on conventional beampatterns.

for the three rms phase errors 0. indicated. The simulations used exact
covariance matrices except as perturbed by random phase error. The
errors are thought to be representative of the residual errors to which
the receivers can be corrected.

The graphs reflect that the error for all three algorithrs is depen-
dent on DIX as one would expect from elementary consid w, - The
empirical performance fit indicated on the figure shows t' )en nce
on DIX. It is apparent from thes, graphs that the array cL 'r should
satisfy DIX a: 1.

Results from Detection Theory. Array detection and es ;ation
may be viewed as a spatial matched filtering process. As a consequence,
when the signal field exhibits limited spatial coherence, the matched filter
cannot be extended in space indefinitely in hopes o1 improv I pe form-
ance. It is wel known that the array size should not exceed the signal
decorrelation distance to prevent deterioration of array performance.

The deterioration in array performance may be readily observed in
the beampatterns and array gain when the decorrelation distance d is
altered with respect to array size D. The decorrelation distance is defined
as the distance where the signal decorrelates to 37% of its maximum.
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The effect of spatial decorrelation on the conventional beampatterns of
the proposed NORESS array is illustrated in the sequence of patterns
of Fig. 4. ks dD decreases, the mainlobe broadens, the sidelobes rise
and the nulls fill. The corresponding deteriorations in array gain appears
in the graph of Fig. 5. From these results, it is evident that the con-
straint d/D 1 must be imposed.

Current Evidence on Spatial Decorrelation
Since regional signals primarily propagate in the earth's crust, they

are subject to scattering, multipathing, and mode conversion. As a con-
sequence, the spatial coherence of regional phases is much less than
perfect. An early effort to document the spatial coherence of regional
phases was made by Mraseh, et al. (Ref. 4). They showed that mode
theory predicts high coherence of regional signals across distances up
to 10 kilometers. However, their measured coherence was lower than
that predicted. In particular, they observed an anisotropic character in
the Lg phase with the coherence across the direction of propagation
lower than that along the direction of propagation. In contrast, P, and
P exhibited an isotropic coherence characteristic. The entries of Table 1
indicate their observed average decorrelation distances at 1 Hz. The in-
vestigators emphasize that the coherence of a specific event may deviate

80

600

200

o J I I I I I I
1/10 1/5 1/2 1 2 5 10 20 50 100

Normalized decorrelation distance (d!D)

Fig. 5. Dependence of array gain on spatial decorrelation.
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significantly from the average coherence. The estimates were constructed
from high S/N data observed at CPO, LASA, and NORSAR.

Table 1. Decorrelation Distances Observed
by Mraseh (Ref. 2) at I Hz

Seismic
Phase d I (kmn) d±L (km)

P. 6 6

P9 10 10
LE 4 3

do = decorrelation distance parallel to propaga-
tion direction
d_± = decorrelation distance perpendicular to
propagation direction

A recent follow-on effort by Der, et al. (Ref. 5) has developed a
deeper insight into the spatial coherence associated with L.. At 1 Hz
their YKA observations indicate decorrelation distance of d. = 5 km and
d, = 7.5 km. The same data indicates correlation distances better than
2.5 km up to 3.5 Hz. Within the same work an F statistic was used as
a measure of the beamforming ability on L. at various stations. They
ranked the beamforming ability as shown in Table 2. The influence of
geology on these rankings is clearly evident.

Table 2. L. Beaxaforming Ability

Station F Statistic

CPO 12

LASA 22
YKA 37

NORESS High

Recent efforts by Mykkeltveit, et al. (Ref. 6) have also empirically
inferred coherence at the NORESS site. Rather than estimating coherence
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in narrow frequency bands, their estimates were formed over relatively
wide bands throughout the lower SP frequency band. To more closely
examine the correlation characteristics, exponential functions were fit
to their measurements to estimate the decorrelation distance for P, P1
and L. phases. These estimates appear in the graphs of Fig. 6 as a func-
tion of the center frequency in each band. The reader should note that
the large correlation distances inferred from these data actually repre-
sent extrapolations of measurements from more closely spaced sensors.
If these extrapolations are valid, then L9 exhibits a coherence
characteristic similar to that reported by Der et al. (Ref. 5) at YKA where
the geology is similar to that of NORESS. The correlation trends of P
and P with frequency are, however, suspect since the correlations
should decrease with frequency. The potential for large correlation
distances for P, however, is apparent in these extrapolations.

Conclusions
Considerations fro-i_ estimation theory have indicated that arrays

should be many wavelengths in diameter. This translates into array
diameters larger than 20 kilometers for Lg and 40 kilometers for P. It
is clear, however, that such large diameters are prohibited by the spatial
decorrelation of the regional signal fields. On the evidence in the previous
section, there appears to be agreement on the decorrelation distance
for L. in shield formations. As a consequence, array diameters are
limited to 7.5 to 10 kilometers at 1 Hz in such formations. The signal
fields at higher frequencies exhibit smaller decorrelation lengths. Again

Fig. 6. Decorrelation trends 40
with frequency as observed
in Mykkeltveit's data P.
(Ref. 6). 3/0

'020 \
a /
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07
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based on the evidence in the previous section, decorrelation distances
in the vicinity of 3.5 Hz appear to be bounded between 2 and 3 kilometers.
It is also apparent from the beamforming F statistic that the useable
array dimension will be further restricted in more complex geoog~es such
as found at CPO and LASA.

If a 7.5 to 10 kilometer array is installed and if )rocessing is to
emphasize the Lg phase (as it may have to in Russia (Ref. 7)), then it
is clear that the array should consist of 6 to 25 sub-arrays to provided
sub-optimal detection at high frequencies. The NORESS regional array
under installation appears to be well-suited to high frequency L.
components.

Currently size limitations imposed on P and P phases by spatial
decorrelation is not clear. Results from Mraseh (Ref. 4) and Mykkeltveit
(Ref. 6) seem to indicate decorrelation distances of 10 kilometers or more
for Pg and 6 kilometers for n at 1 Hz. The smaller distance for P may
be attributable to the low S/N associated with this arrival rather than
the actual signal coherence. The influence of geology on these two phases
is not yet discernable.

If there is any potential for high frequency bearnforming, the likelihood
is thought to be better for 1n and P. Analyses of the NORSAR bulletin,
for example, indicate first arrivals spanning the 1/2 to 5 Hz band for regional
events. Analysis of higher frequency data from a 5 element NORESS
array indicates Pg spectral components above 5 Hz exhibiting strong
coherence between sensors separated by 1.7 kilometers. A spectral
coherence estimate for this separation is shown in Fig. 7 where a
coherence estimate near unity is observed at 9 Hz. The beanforming
ability on this line is illustrated in the F-K spectrum of Fig. 8 for the
5-element array.

Fig. 7. Spectral coherence 1.0
estimate for two sensors
separated 1.7 km at -6 0.8
NORESS. E

0.6

0.4

0.2 -

0.0
0 4 8 12 16 20

Frequency (Hz)
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Fig. 8. F-K spectrum at 9 Hz for a 5 element array at NORESS.

The above evidence indicates the importance of estimating the spatial
coherence characteristics of In and Rarrivals at both high and low fr-e-
quencies. A physical rationale should also be included in this ind of study
so as to be able to model the coherence in different geologies and to
infer array size in these geologies.
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Regional Seismic Array Program and
High Frequency Instrumentation

H. B. Durham

Introduction

The RSAS (Regional Seismic Array System) is a joint DARPA/DOE
development program initiated in early 1983. Like the ongoing RSTN
(Regional Seismic Test Network) program, the RSAS program is intended
to contribute to our knowledge and capabilities in the general area of
underground nuclear test treaty compliance verification by means of
seismic monitoring. General program objectives include:

1. Develop and evaluate array signal processing techniques to
detect, locate and identify seismic events.

2. Develop operational concepts and techniques required to sup-
port continuous real-time array operations.

3. Develop and evaluate array system elements.

When operating, the RSAS will include the following elements:

1. Seismic Array
2. Satellite Communications Link

3. Monitoring and Recording Station
4. Data Analysis Centers

A brief description of the pertinent characteristics and functions of each
of the elements follows:

Seismic Array. The array consists of 25 elements deployed at the
NORSAR 06C sub-array region currently containing the NORESS ex-
perimental short-period array. Like NORESS, the RSAS will be a small
aperture, short-period array, The array geometry consists of a central
point plus 24 additional elements deployed on concentric rings as follows:

Ring Diameter 300 meters-3 elements
Ring Diameter 600 meters-5 elements

Ring Diameter 1400 meters-7 elements
Ring Diameter 3000 meters-9 elements



H.B. Duam 517

The logarithmic nature of the ring spacing is intended to provide a
"broad band" capability within the constraints imposed by the maximum
aperture and the limited number of elements.

All points within the array will provide short-period, vertical-axis data.
To evaluate the potential utility of three-axis data, the central point and
three additional points will provide two-axis horizontal data resulting in
three-axis short-period data from four points in the array. The short-
period data will be digitized at each array point, at a 40-sample per sec-
ond rate, and transmitted via a fiber optics digital link to the array cen-
tral point.

At the central point, and co-located with the three-axis short-period
seismometers, a broad band system will be deployed. The broad band
system will provide three-axis long-period data comparable to the SRO
and RSTN long-period channels. Also, three-axis intermediate-period data
will be acquired at ten samples per second providing data in the 50-second
to 2-Hz region. The individual channel responses are shown in Fig. 1.

The seismometers at the central point are deployed in co-located
60-meter deep boreholes. The three-axis broad band seismometer is a
Teledyne-Geotech KS36000-04 as used in the RSTN system. The three-
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Fig. 1. RSAS channel responses.
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axis short-period data at the central point is derived from a Teledyne-
Geotech S3 seismometer. The S3 is a new development which incor-
porates three improved Model 18300 (S13) seismometers in a borehole
three-axis package.

The remaining short-period seismometers are Teledyne-Geotech
Model GS13s deployed in surface vaults. The GS13 is capable of either
vertical or horizontal operation and is functionally equivalent to the in-
dividual S3 modules. (Specific characteristics of the GS13 and S3 modules
are discussed in a subsequent section.)

Satelite Communications Link. Data from the individual array
points are transmitted via a fiber optic digital data link to the central point.
Data are generated at the rate of 500 bits/second/short-period channel.
The broad band system and the central point state-of-health data are each
equivalent to a single short-period channel. Counting all data channels
and redundancy transmissions, the equivalent of 40 data channels are
transmitted resulting in a data rate of 20,000 bits/second.

Data are transmitted from the array central point directly to the Atlan-
tic Intelast satellite and returned via the down link to the U.S. East Coast.
At this point, the data are transferred to a U.S. domestic satellite ground
terminal and then transmitted to the domestic satellite. Data can be re-
ceived from the domestic satellite at any compatible ground terminal within
the U.S.

Monitoring and Recording Station. The overall status and per-
formance of the array and associated elements will be monitored, on a
real-time basis, at the monitoring and recording station. System status
will be assessed by examination of state-of-health data generated at each
array point and at the array central point. These data will provide a detailed
definition of the system status and will also provide data required to identify
potential failures or diagnose system malfunctions.

The status of each of the 39 seismic data channels will be assessed
on a routine basis by examining calibration data, time series data and
background spectrum data. An automatic calibration sequence will be pro-
grammed into the central point array control unit which, in turn, generates
calibration commands and transmits these commands to the individual
array points via a fiber optic digital data link. This data link also provides
time synchronization for all array point digitizers.

In addition to monitoring and analyzing system performance data,
the seismic data received from the satellite link must be de-commutated,
formatted, recorded and archived for future use by the seismic community.
These functions will be performed at the monitoring and recording
station which will be co-located with the RSTN control and receiving
station at Sandia National Laboratories in Albuquerque, New Mexico.
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Data Analysis Centers. Current plans provide for real-time RSAS
data links to a data center at NORSAR in Norway and, in the U.S., to
data centers at the Center for Seismic Studies (Arlington, VA), Lawrence
Livermore National Laboratories (Livermore, CA) and the station at
Sandia National Laboratories (Albuquerque, NM). The work at NORSAR
will include a continuation of current activities related to an automated,
real time, detection and location capability.

High Frequency Seismic Instrumentation
During the course of the development programs for the Regional

Seismic Test Network (RSTN) and the Regional Seismic Array System
(RSAS), there has been a continuing effort to improve seismic instrumen-
tation iri terms of detection thresholds. This has been a joint effort in-
volving Teledyne Geotech, the Department of Energy and the Defense
Advanced Re~warch Projects Agency. As a result of these activities, there
are several instruments in existence today to support continuing studies
related to the itility of high frequency (10-100 Hz) energy in detecting,
locating and identifying decoupled nuclear explosions. This brief paper
is intended to identify these instruments and to define their capabilities
in the high frequency region.

Table I identifies the instrumenfs that have been developed or tested
in conjunction with the RSTN and RSAS programs. Figure 2 defines

Table I

High Frequency Instrauments

Designation Description!Comments

" GS13 Surface mounting - conventional spring-mass-
coil-magnet. Improved S13/18300.

" S3 Three axis borehole system using elements like
GS13.

* GS21 Vertical axis borehole system. Conventional
spring-mass-coil-magnet. Improved 20171/23900.

* S750 Small accelerometer using ceramic charge
generators. Can be used in any axis. Surface
or borehole deployment.
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Fig. 2. System equivalent noise estimates.

system noise power density estimates, or system resolution estimates,
in displacement power density (DBS-dB re 1 Meter 2 /Hertz). Figure 1
also depicts an estimate of the Lajitas, Texas, quiet background spec-
trum in the high frequency region.
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Studies at the Lajitas Station

Eugene Herin

The character of the background noise at the Lajitas site in far West
Texas has been well determined from data collected independently by
our group, by Teledyne-Geotech and by Sandia. The results of studies
by all three groups are summarized in Fig. 1 (from Li, Todd, J. Ferguson,
E. Herrin and H. B. Durham (1984), "High-Frequency Seismic Noise
at Lajitas, Texas," Bull. Seismol. Soc. Amer., in press) which shows
ambient noise displacement spectra for a three-component element just
below the surface at Lajitas during a low-wind period. (Also see Herrin,
E. (1982), "The Resolution of Seismic Instruments Used in Treaty
Verification Research," Bull. Seismol. Soc. Amer., 72(6), S61-S67).
Several characteristics of the noise spectra for all components are as
follows:

1. Above about 2 Hz the background displacement spectra fall of
at a rate of about 40 dB/decade (12 dB/oct). Above 20 Hz system noise
begins to dominate the spectra. There is no reason to believe that this
fall-off in ambient noise with increasing frequency does not continue beyond
20 Hz; in fact, independent observations at Lajitas and other quiet sites
using other instruments strongly suggest that the fall-off does continue
to higher frequencies.

2. The ambient, low-wind background noise on all three components
at Lajitas is about 10- 2 m2 /Hz (-240 dBs) at 10 Hz. We suggest that
this low spectral level is characteristic of an ultra-quiet site.

3. The origin of the spectral peaks seen between 1 and 20 Hz some
of which change rapidly as a function of time, is still unknown. These
peaks are very time-stationary in frequency but not in amplitude. It has
been determined that the peaks below 20 Hz are seismic in nature; that
is, they do not result from noise in the system.

Now that the noise at Lajitas has been extensively investigated, we
have begun to examine the character of the signals seen there and the
detection capability of the site particularly for regional signals. Analyses
of PR and L arrivals at the Lajitas site on a helicorder record were made
in order to iake a preliminary estimate for detection capability. Figure 2
shows the signal-to-noise observed for P (dots) and Lg (squares) as a
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function of distance and normalized to magnitude 2.0. Based on NTS data,
magnitude 2.0 is equivalent to tamped yields in saturated rock of 3 to
10 tons (nuclear). From Fig. 2 it can be seen that a signal-to-noise ratio
of about one (zero dB) is seen at a distance of 600 km on the helicorder
records with their limited frequency response. The analysis methods used
to obtain these results are discussed in our last semi-annual report.
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Fig. 2. Regional events seen at Lajitas.

More pertinent data on detection capability are obtained from digital
recordings of regional arrivals from explosions. Figure 3 shows the first
arrival from Direct Course, a 600 ton ANFO surface explosion at White
Sands Missile Range about 500 miles NNW of Lajitas. The first ar-
rival is P; all subsequent arrivals, such as P and L , were very strong-
ly clipped. Using a scaling law provided by Brian tump, we calculated
that P,, from a surface HE shot of 5 to 10 tons at the same site might
just be detected on the vertical component at Lajitas (s/n 0.5 to 1.0).

Figure 4 shows the vertical component of the P. arrival time for a
5 ton HEST shot at Kirkland AFB about 725 km from Lajitas. About 1/5
of the way into the record we picked the P. arrival. Although the signal-
to-noise level is probably less than 1.0, the arrival is easily detected by
the Walsh auto-detector. Figure 5 shows this digital signal after hi-pass
filtering (3 pole Butterworth, comer at 2.5 Hz) and Fig. 6, after hi-pass

2 sec

Fig. 3. First arrival from event Direct Course seen on the vertical compo-
nent, short period Instr'ument at Lajitas.
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Fig. 4. P. arrival fromn Albuquerque shot seen on Z-comaponeut at LAjitas.

Fig. 5. Signal from Fig. 4 ha-passed filtered, corner at 2.5 Hiz.

5 sec

Fig. 6. Signal fr-om Fig. 5 hi-Paiased filtered, corner at 1.5 Hiz.
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filtering (3 pole Butterworth, corner at 1.5 Hz). The signal-to-noise ratio
is one or greater on either filtered record.

Following a scaling law given by Brian Stump, this HEST shot
represents a seismic source equivalent to a fully tamped explosion with
a yield of 1 to 1.5 tons. At the peak frequencies recorded for the HEST
shot, the ratio for complete decoupling determined from the SALMON-
STERLING events is a factor of 50 or less. Taking the upper value, we
would predict that a single, bore-hole, vertical seismometer at Lajitas
could detect a fully decoupled explosion of about 100 tons (HE) or a fully
decoupled nuclear explosion with a yield of about 0.2 kt at distances of
the order of 750 to 1000 km. Processing of three component data and
array data at Lajitas could be expected to lower this threshold.

The path from Lajitas to Albuquerque is not one we would pick to
be especially efficient for P, propagation, because a substantial part of
it lies in the Basin and Range province. For a more efficient path to the
northeast from Lajitas which might be more representative of paths in
the Soviet Union, we are led to speculate that a short period, state-of-
the-art, three-component bore hole system at Lajitas might be expected
to detect automatically the signal from a fully decoupled nuclear explo-
sion of 0.2 kt yield at a distance of 1000 km. The consequences of such
a speculation are extremely important to CTBT verification studies and,
therefore, we have initiated a comprehensive research program to deter-
mine the regional detection capability at Lajitas with high confidence.



526

Seismic Arrays for Everyone

E.S. Husebye, S.F. Ingate, and E. Thoresen

Abstract

Seismic arrays have proved indispensible for research and otherwise
proved very useful for monitoring earthquake and nuclear explosion occur-
rence both on local and global scales. There are generally two cost-oriented
drawbacks with arrays, the modern, computerized ones like NORSAR are
relatively costly to build, maintain and operate and thus not affordable for
most academic research institutions. On the other hand, technically simple
arrays without an integrated time basis and nondigital recording produce
data which are extremely difficult to handle and analyze efficiently. In this
article we discuss hardware and software requirements for automated
miniarrays (comprising say eight short period seismometers) the realiza-
tion of which should make such systems affordablefor most research groups.

The basic concept here is that of the Remote Seismic Terminal En-
hanced (RSTE), afield unit whose tasks comprise analog/digital conver-
sion of data streams, real-time event detection processing, creation of event
logs/seismic bulletins as a background processing task and finally temporary
storage of original event data of significance. The soffiware base for the RSTE
is a real-time multitasking operating system, Polyforth I, and the langages
are FORTH and Assembler which makes it possible to write very compact
and efficient ROMable codes.

The field unit is operated by an RST which may be a much simpler
device, say based on a personal computer with graphics installed in a study
at home. The major tasks of the RST are to retrieve data from the field,
download new operational instructions for the RSTE, redefine operational
parameters, etc.

The RST/RSTE communication link may either be via the switched
telephone network, satellites or other convenient means. Details on hard-
ware, software and operation principles of the miniarray system we have
in mind are given in the text. The hardware costfor a compact RSTE (ex-
cluding seismometers) field unit is estimated to roughly $5000 while an
RST (personal computer type with graphics) is also estimated to roughly
$5000.
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Introduction-The Seismic Array Concept
The primary objectives of seismic arrays are to detect low-magnitude

events and to provide a data base for further research. In the latter case
the array design reflects the desire through 2-D sampling of the seismic
wave field to achieve phase identification, to suppress interfering signals,
and by beamforming to reduce waveform distortion caused by
source/receiver scattering effects. It may be said that the concept of ar-
rays was formally introduced to the seismological community in
July/August 1958, when a committee of experts met in Geneva to con-
sider the design of an inspection system for underground nuclear testing.
Phased seismic arrays, in the sense of spatial arrangements of
seismorneters with a common time base, were recommended by the panel
as the only effective means of monitoring underground nuclear explo-
sions. Research programs immediately began in the U.S. and UK, and
a number of seismic arrays of varying designs were built between 1959
and 1963 (for a comprehensive review, see Douglas, 1981). Under the
VELA Uniform program, arrays with apertures of a few kilometers were
stressed: in 1962, the UK group began to build a series of arrays with
apertures almost an order of magnitude greater than the VELA arrays.
The next increase in array size, both in aperture and in the number of
sensors with a concomittant increase in gain by an order of magnitude,
came in 1965 when LASA in Montana began operation, the NORSAR
array in Norway in 1970 and the ALPA array in Alaska in 1971. The truly
unique feature of the LASA and NORSAR arrays was their dedicated
data centers, which permitted automated array operations comprising
real-time signal detection processing, off-line signal parameter extrac-
tion (including a seismic bulletin), and remotely conducted testing and
calibration of the field instrumentation.

The large research arrays were in full operation for a period of ap-
proximately 5 years, during which a large volume of high quality data
was accumulated. Only NORSAR now remains in operation, although in
a reduced configuration (7 subarrays out of the original 22), reflecting
relatively high operational and maintenance overheads. Over the years
medium-sized arrays have been operated in several countries; the most
well-known appear to be Warramunga (Australia), Yelowknife (Canada),
Brazilian Seismic Array (Brazil), Garibindinaur (India), Eskdalemuir
(Scotland), Hagfors (Sweden) and Grafenberg (Fed. Rep. of Germany).
The literature contains a vast number of contributions relating to the design
principals and data processing methodologies of arrays and micro-
earthquake networks-useful sources of references might be Husebye
and Mykkeltveit (1981), Lee and Stewart (1981) and Ringdal and Husebye
(1982).
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Advances in array seismology remained fairly static until recently.
As of today, however, the interest in array design has shifted back to
small-sized arrays, primarily because of the cost considerations arising
from the formidable logistics and difficulty in detecting regional and local
events on large arrays. Another factor of significance is that recent and
likely future advances in microcomputer technology and digital data
transmission will significantly influence digital seismometry developments,
e.g., see Husebye and Thoresen (1984), probably to such an extent that
deployment and operation of small arrays will become affordable for
academic institutions with relatively low budgets. The topic of this
article is to present our own attempts in designing an automated
microcomputer-based miniarray system, incorporating the unique opera-
tional features of the above-mentioned large arrays while maintaining
operational and manual analysis costs at a minimum. Such a field system
will in the following be denoted a Remote Seismic Terminal Enhanced
(RSTE) which may be operated/controlled by a personal computer (PC)
serving as a host (RST). The 'seismic arrays for everyone' scenario we
are attempting to realize in practict. is sketched in Fig. 1. The RETE/RST
concepts were introduced by Ann Kerr of DARPA and her colleagues
while a prototyped demonstration of basic operational principles was given
by Husebye and Thoresen in Geneva in 1982 (see also Sec. 'Practical
Experience').

As a prelude to this presentation we describe briefly and illustrate
the rationale behind the NORSAR on-line and off-line processing systems,
as principally similar tasks have to be incorporated into the miniarray
system. We will also forward comments on desirable modifications for
the design of presumably affordable RSTE systems aimed at providing
observational data principally for seismological research purposes.

System Design Principles
Array operation as seen today or in the past comprises five major

tasks, which naturally must be incorporated in a remotely located miniarray
system. These tasks are:

i) Data transmission from seismometer to computer
ii) Real-time event detection processing

iii) Event analysis; signal parameter extraction and event log
(bulletin) creation

iv) External hardware testing and operational software
modifications

v) Communication, data storage and exchange.



E.S. Huseby et al. 529

Fig. 1. Illustration of the RSTE/RST concept (Remote Seismic Terminal
(Enhanced)). The RSTE is a specialized minicomputer system in the field
whose main tasks are to sample, control and analyze outputs from an array
of seismometers. It is remotely controlled, including options for software
modifications, from an RST or host computer which even may be of the 'per-
sonal computer' type. Back-up facilities may comprise a printer and extra data
storage on disk or tape. The only similarities between the RSTE and RST
are the communications protocols for transfer of selected "raw" data and
analysis results from field to host, and down-loading commands in the RSTE
system from the RST. National and international seismological data centers
may be granted permission to independently extract data and/or analysis
results from the RSTE or RST.

Data Transmission from
Seismometer to Computer

For the large-aperture arrays the seismometers are clustered in
subarrays (see Fig. 2), the hub of which is a central terminal vault (CTV).
Data transmission from the individual seismometers to the CTV is via
trenched cables in an analog form. Here the analog signals are converted
to digital form, multiplexed and transmitted via ordinary telephone lines
(2400 baud transmission rate) to a computer center, which may be located
hundreds of kilometers away from the field installations. All data pro-
cessing is performed at the computer center.
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Fig. 2. The NORSAR array configuration. Each circle represents one sub-
array consisting of 6 short-period seismometers and one 3-component long-
period seismometer. All 22 subarrays were in operation froin 1971 to 1976,
where a subset of 7 subarrays (filled circles) have been kept in operation since
then.

Comments. For a research array it is essential that most of the
data processing takes place in the field, i.e., close to the field installa-
tions in order to save on costly transmission fees charged by local telecom-
munications utilities. The point is simply on average the recorded signal
data of interest may amount to about 15 midnutes/day, and there is ob-
viously no need for a permanent line to transmi-t such a moderate data
volume.

Real-Time Event Detection Processing
This is a 3-step process, which comprises noise suppression, detector

design per se and determining an acceptable false alarm rate. The following
comments apply:
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Noise suppression. This is achieved in two independent ways,
namely, through simple bandpass filtering (recursive Butterworth filters
are widely used) and beamformingstacking. In the latter case the (ap-
proximately valid) assumptions are that signals are identical and noise
uncorrelated, so a ,N (N = number of sensors) signal-to-noise
improvement is achieved. The NORSAR beam deployment is shown in
Fig. 3; notice that beamforming is a computer-costly operation, as very
many beams must be formed to ensure an adequate coverage of seismic
zones of interest.

Detector design. The purpose here is simply to detect potential
signals in ambient noise, and such a search is usually performed almost

NORSAR Beam Deployment

N
100 mSOC/A

Ar-

' i " /

, -,o / I

\ X " _ *" - , _. -, 0

Dogrees

Fig. 3. The NORSAR full beam deployment in inverse-velocity space for real-
time event detection. The highest density of beams corresponds to the most
active seismic regions.
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continuously in real time on the beam trace or individual sensor traces.
The type of detector most commonly used in seismology is tied to com-
paring average signal power (or rectified amplitudes) in a short term win-
dow (STA) with a similar one estimated over a long term window (LTA).
Whenever the STA/LTA-ratio exceeds a preset threshold, a detection
is declared as illustrated in Fig. 4. Over the years many types of de-
tectors have been suggested in the seismological literature (e.g., see
Ringdal and Husebye, 1982 for references), but few if any seem to per-
form significantly better than the STA/LTA. In addition, STA/LTA re-
mains attractive due to its simplicity of real-time implementation.

False alarm rate. As mentioned above when STA/LTA exceeds
a threshold a detection is declared which might be either a noise wavelet

STA

p I I ....

LTA

STAILTA

10 20 30
S-

Fig. 4. NORSAR beam, STA, LTA and STA/LTA traces from an earthquake
in Tsinghai, China, 27 Jan 1970. STA integration time is 1.8 seconds and
LTA updating rate 5/9 Hz. The short line above the STA/LTA curve indicates
detection atate, and the line crossing the curve is the threshold.
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or a seismic signal generated by an earthquake or underground explo-
sion. If the threshold is lowered, the number of false alarms per unit time
increases much faster than those tied to the likely occurrence of seismic
signals, as illustrated in Fig. 5. In other words, to avoid overoading the
array processing system, the threshold may be set such that the average
fse alarm rate amounts toto t 2 per h shld b add ed that the
false alarm rate is not only dependent on number of tests performed but
also on noise whiteness; in the latter case the observed increase in false
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Fig. 5. Number of NORSAR detections as a function of STA/LTA ratio for the
period July-December 1972. For decreasing "threshold" values, particular-
ly below 12 dB, the number of detections increases sharply. Most of these
are false alarms as the line with slope - 1,1 indicates the number of occurr-
ing earthquakes to be expected on the basis of earthquake recurrence rela-
tionship (log N = a + bM).
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alarms during night time has been credited to a decrease in relatively high-
frequency cultural noise (Steinert et al, 1977).

Comments. For an array aimed at recording seismic events for use
in a research context which requires a reasonable signal-to-noise ratio,
the NORSAR detection processing scheme can be simplified and thus
perform with less computing requirements. The essential feature is to
abandon the beamforming process, and instead run STA/LTA threshold
tests on individual sensor traces. Detection declaration might then be
a voting process, i.e., event detection is declared when, for example,
half of the sensors exceed threshold tests within a time window cor-
responding to the propagation time for Lg across the array. In short, a
'beamforming' detector optimizes event detectability in specific regions,
while a 'voting' detector has a relatively lower but uniform global detec-
tability, as implicitly demonstrated in Veith's (1981) Walsh-detector
experiment. An example here might be illustrative; a miniarray of 10-15
sensors may give a beamrforming gain of 10-12 dB at best, while the net
difference vis-a-vis for a voting detector threshold would be around
4 dB (e.g., see Ingate et al., 1985). This is equivalent to a detection
threshold difference of 0.2 mb units, which is insignificant in a research
context.

Event Analysis
On the basis of declared detections and associated original sensor

recordings, event analysis is aimed at extracting signal parameters like
phase arrival times, amplitude and period (Level 1 data), create an event
log or seismic bulletin and finally store relevant parts of the signal wave
train (Level 2 data). In the NORSAR system this process is automated
but analyst intervention is needed in about 70% of events identified as
real signals. Practical problems often arise from sidelobe detections;
secondary phases may be detected on other beams and classed as a
P-wave from a separate event, etc. However, most of these intricacies
are easily handled by an experienced analyst.

Comments. In our RSTE system the event analysis would be per-
formed in the field, that is, without any analyst intervention. The small
aperture of such arrays permits the use of frequency-wavenumber (f-k)
analysis (e.g., see Fig. 6), the outcome of which, in combination with
dominant signal frequency should suffice for a rather unique phase iden-
tification, i.e., differentiate between P, RmI S", Lg (local and regional
phases) and teleseismic P. As regards epicenter locations small-aperture
arrays would have a rather poor performance for teleseismic events
(A > 300) unless seismicity information is incorporated. For example,
epicenter location can be tied to an event's azimuth bearing intersecting
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a seismicity zone like those of mid-oceanic ridges. As regards picking
onset times new techniques have been proposed recently which seem
to work remarkably well; reading accuracy to the nearest 0.1 second
(Allen, 1982). The most important task of the event analysis is never-
theless to ensure that significant signal (Level 2) data are not lost.
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Fig. 6. Frequency-wavenumber analysis results for an L -recording by the
NORESS miniarray temporarily installed within the NOR'AR subarray 06C.
The numbers to the left reflect the original sensor notations.
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External Hardware Calibration
and Software Modification

From the NORSAR data center at Kjeller seismometer response tests
are performed by subjecting instruments to steady-state sine pulses or
multifrequency signals. The long-period instruments can even be calibrated
by activating small electromotors in the instrument vault. Software
modifications are performed directly in the data center as no computer
handling is performed in the field.

Comments. A mini-array would probably be equipped with modem,
stable short-period seismometers for which simple response test should
suffice. Malfunctioning instruments can easily be replaced by new ones
or actually a double set of instruments may be used. As regards soft-
ware modifications, such an option must be available and moreover be
simple to implement through an RST (host) which can, in turn, down-
load operational parameters to the field computer (RSTE).

RSTE/Miniarray System Design
Many of the portable seismic instrument systems developed in re-

cent years make use of digital recording on magnetic tape. The digital
method produces records of high quality, but suffers from the inherent
disadvantage that recording time with standard tapes is limited to a few
days or weeks; the problem is especially pronounced with systems recor-
ding on compact cassettes. Other drawbacks of such systems are the
manual aspect of operation, mini-tape conversion to computer-readable
tapes is slow and finally the long time lags involved from the record-
ings in the field until the data are available to the seismologists.

The miniarray system we are now designing may be termed a second-
generation RSTE/RST system, as our first generation, tied to a small
North Star minicomputer, already has been demonstrated to work satisfac-
torily (e.g., see Husebye and Thoresen, 1984.). Design considerations
here are to:

* take advantage of recent improvements in communication
systems and advances in rrdcrocomputer technology

* to produce a presumably affordable seismological recording
system that can retrieve, process and transfer data in automated and
semi-automated modes from an array remotely located

0 to produce continuous/detected data from an unattended
array that is immediately available to the user, thereby severing links
with slow and cumbersome centralized data centers. Adding a color graphic
display option to the host computer entails that waveform displays and
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associated analysis results can easily be visually assessed by the user
even if the RST is based on a personal computer set-up

# to produce a mobile and interactive system that allows the
user ultimate flexibility in creating his own data base.

Hardware Configuration
The hardware system, schematically shown in Fig. 6, is segmented

into three parts: i) field installation, ii) host computer, and iii) field/host
communication linkage. The necessary details here are as follows:

i) Field instrumentation prototype.
* Omnibyte 68K1A Multibus CPU
* 1 megabyte random access memory (RAM)
* 8 channels 16 bit analog-to-digital (A/D) converter
* 20 megabyte Winchester disk
* 1.2 megabyte floppy disk
* 8 Teledyne-Geotech S-500 seismometers including field

amplifiers

Under consideration:
* Marinco APB-3024 array processor board. The arithmetic

section can deliver up to eight million 24-bit floating-point
operations per second. A FFT on a 128 sample data series
takes 4 ms.

Comments. The Omnibyte minicomputer is powerful and conse-
quently relatively expensive. Its choice was motivated by flexibility in
software development for a prototype system. Adding a multiplexer to
the A/D converter, it can handle up to 32 channels (differential inputs
or 64 single-ended channels), although A/D conversion and multiplexing
8 channels of 16 bits requires 4 ms. We are considering a double input
from each seismometer; one unfiltered and one analog bandpass filtered
channel. The S-500 seismometer is inexpensive and completely portable
without the need for a mass lock. It can be operated as either a vertical
or horizontal instrument in a variety of environmental conditions. Peak-
ed at 1 Hz, the instrument response is virtually flat to 100 Hz.

ii) RST computer configuration.
• Personal computer (PC, IBM compatible) with the Polyforth

operating system and language
" Color graphics option required for waveform display.
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Comments. Any reasonable computer may serve as host, although
use of a PC is to emphasize the personal seismometry aspect.

iii) RSTEiRST communication linkage.
* Data exchange and communication between field installation

and host computer can be achieved in many ways: via the
switched telephone network, r. ", telemetry, dedicated data
links and satellite communications. Many options are available
(c.g., see Kirstein (1974) and Anonymous (1983)), but here
we refer to probably the simplest means available, i.e., the
switched telephone network, which is accessible by use of
appropriate modems.

Commens. An advantage in using the telephone network is that
the host also can easily communicate with other centers locally and/or
abroad and vice versa. Also, no costly extra hardware is needed, and
with the data processing in the field, transmission loads are kept at a
minimum.

Miniarray Software System
The software base for this system (illustrated in Fig. 7) is a real-

time multitasking operating system, Polyfoith II from Forth Inc. (Whitney
and Conrad, 1983). The languages are FORTH and Assembler, which
makes it possible tc write very compact and efficient ROMable code.
This is a very important point, since we plan to build a complete solid-
state field version. Multitasking capability enables simltaneous data col-
lectioni, detection processing, temporary data storage, communication,
etc. It also aUows for built-in 'watch dog' functions in the unattended field
unit, e.g., restarting the system in case of an uncontrolled abort. Impor-
tant, typical scientific languages like Fortran, Pascal and PL/I are relatively
inefficient for handling real-time multitasking jobs. FORTH is considerably
more compact than these languages as it is built on functions that are
likc subroutine calls. Time-critical routines may be coded in Assembly
language.

The operating system itself, complete with virtual disk I/O,
Assembler, compiler and screen editor, occupies less than 16 kilobyte
of the system's 1024 L' jbyte of memory. The application software code
is estimated to occupy another 16 kilobyte, leaving almost a full megabyte
for buffers and event storage. Expanding RAM to the maximum 16
megabyte, using 256 kilobyte chips, may be done using only 4 standard
memory cards: the current system uses oily 2 cards of 512 kilobytes each.
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Fig. 7. The RSTE hardware configuration as detailed in test plus the essen-
tial steps involved in the data analysis centered on the powerful Omnibyte
minicomputer. Using a multiplexer the A/D converter can handle up to 32
channels, which, if desired, permits seismometer inputs to be split in two,
for example, an unfiltered and an analog-filtered channel. Such an option
would reduce the CPU-load during the on-line detection processing.

In time, of course, a low-power unit will be adapted for use. Such
a unit will obviate the need for high-power consumption disk drives through
use of very large RAMs, bubble memories or other types of low-power
mass storage devices. Such a system will be able to operate independently
in very remote regions for several months using only solar cells and/or
batteries. Polyforth's ability to generate complete ROM-able applications
is of major importance in this context.

Present Field Array Software Functions
The following functions/tasks are now operative

* Analog seismic data collection, A/D convcrsion, filtering, and
real-time event detection processing.

* Detected event cataloging and relevant data storage.
* Demand and automatic digital seismic data transfer over the

switched telephone network.
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Demand and automatic control of the conversion, filtering
and detection processes.

Software for extended analysis of detected events (functions
described in a previous section) are now under development and imple-
mentation.

RST (host) Computer Software Functions
The major task of the host (PC) is to serve as the terminal emulator

for data extraction, control and status testing of the field recording system
as illustrated in Fig. 8. Available functions via modems are:

* AID converter gain and speed settings, and channel selection
e Filter parameter setting
* Detection algorithi(s) and parameter selection

RST-Host

CPC

_ _ _ _ _ 0.

Fig. 8. The RST (host) system configuration built around a personal computer
(PC), preferably IBM-compatible. This is a minimum configuration, inten-
tionally displayed in order to emphasize the personal aspect of 'seismic ar.
rays for everyone'. As mentioned in the text any reasonable computer installa-
tiun can serve as a host for several RSTE's and otherwise commsmicate with
a multitude of RST's, national and international data centers.
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* Directory display of detection log and stored events detec-
tion log (Level I data)

" Transmission of selected event waveform (Level 2) data
" Downloading new programs and operational parameters
* Exchange of data files stored on the RSTE's optional disk.

Other more generalized tasks under development are:

• Data base and receiving station for remote RSTE's
" Data base and network node for the exchange of waveform

files, bulletins and messages
" Graphic work station for analyzing waveform data using the

graphic display, light pen and plotter.

The latter task relates to interactive operations, which might pro-
vide an analyst considerable flexibility in seismogram analysis work if such
use is deemed desirable.

RST/RSTE Computer
Communication-the SAFT Protocol

Computer-to-computer linkage via switched telephone networks, data
links or satellites was established already in the early 1960s and is in
widespread use today. An outstanding example here is the so-called
ARPANET linking together major computer centers in the USA, and also
with a line to Europe (NORSAR) (e.g., see Kirstein, 1975). The
protocols in common use here like HDLC, SDLC, DDCMP, etc., for
handling the data transfers require special hardware and software at a
substantial cost, and therefore make themselves unsuitable for personal
computer usage. A viable alternative here is the SAFT protocol (a
simple ASCII File Transfer system-Fink et al., 1981) specially designed
for utilizing a standard RS 232 port, cheap modems and dial-up telephone
lines. Moreover, the SAFT software, available for most types of com-
puters, appears to be implemented on very many academic research com-
puters. In our RST/RSTE experiments SAFT has been exclusively us-
ed for data transfers and the only problems encountered have been tied
to mismatch of modems. For example, the European standard modems
differ from the US standards, so special-purpose ones have to be used
for intercontinental data transfer. However, European standard CC ITT
V23 modems are compatible with US BELL 212J at 1200 baud. Finally,
to be fair it must be stated that we do not believe that SAFT is the answer
to all communication problems, but for transfer of modest amounts of
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data, messages, meeting abstracts, etc., it has some distinct advantages
compared to the mentioned 'network' protocols.

Recently data transfer via satellites whose operations are not con-
trolled by national telecommunications authorities have attracted the in-
terest of geoscientists. For example, Level 1 data are transmitted to
international seismological centers via the WMO/GTS (World
Meteorological Organization) communication network; data collected by
oceanographic buoys in remote seas are transmitted via orbiting ARGOS
satellites and the same applies to seismometers monitoring Etna's volcanic
activity (Dr. Pouppinet, Grenoble, pers. comm.). Geophysical observ-
atories in Antarctica communicate via the geo-stationary INMARSAT sat-
ellites (special permission) using their own ground stations.

Cost Breakdown
It may be of interest to provide a cost breakdown of the separate units
constituting the 'second-generation' prototype RSTE; Host or RST and
a stripped RSTE version. The prices quoted are in U.S. dollars approx-
imate, and may vary considerably according to country and with time.

RSTE Field Installation

Omnibyte 68k 1A multibus CPU $13,000
16 bits A/D converter 1,500
20 M-byte Winchester disk and 1.2 M-byte floppy disk 2,000
1 M-byte RAM modem 1,500
8 S-500 seismometers 6,500
Cables, preamplifiers, etc.

Total $26,500

Number crunching in the field is feasible using, for example, Marinco
APB-3024 array processor board with a unit cost of approx. $4,500.

Stripped RSTE Version (Excluding Seismometers)

CPU card $1,000
A/D converter 1,500
4 M-byte RAM 3,000
Modem 500
Total $6,000



E.s. Huse ,e et ai. 543

RST Computer
PC (IBM compatible) $2,500
Graphics software plus color monitor 1,000
Modem 500

Total $4,000

Comments. Software development costs are excluded in the above
price estimates. Otherwise, we remark that the very strong competi-
tion in the computer electronics field is likely to ensure falling hardware
prices in the years to come or alternatively more computing power and
disk storage for the dollar. Also, the RST functions may be handled by
the institute computer with hardly any extra cost.

Practical Experience-
the Geneva Experiment

The science of seismology is of political interest in the sense that
underground nuclear explosions only can be detected by seismic means
(e.g., see Husebye and Mykkeltveit, 1981). International disarmament
negotiations in United Nations' regi are largely delegated to the Con-
ference of Disarmament (CD) whose member states regularly convene
in Geneva. The political grouping has established an Ad Hoc Group (not
resricted to CD member states) for providing technical (seismological)
advice on a monitoring system for underground nuclear tests. As part
of the Norwegian contribution to the Ad Hoc Group's work, the 'first-
generation' RST/RSTE functions were demonstrated from the top floor
restaurant in the UN headquarters for an audience of scientific experts
and diplomats. The installation of the RST, comprising a North Star
microcomputer, terminal, printer, graphic display and modems (SAFT
communication protocols used) was uneventful and took only 30 minutes.
The actual experiment was essentially a 3-step process, namely:

* Step 1. RST to RST communication. Automatic dialing
(using Bell 212 modems) and log-in on a PDP 11/44 in USA
(DARPA data center in Rosslyn, VA) for transfer and subse-
quent display of waveform (Level I) data and bulletins (Level
I data).

* Step 2. RST to RSTE communication. This involved dialing
and log in on a PDP 11/34 at NORSAR, Kjeller, Norway,
extracting real-time information on the status of the seismic
network in southern Norway. The detection log was used
to select a few events for display and analysis.
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Step 3. This involved calling a Northstar 'sister' RSTE with
seismometer installed in a private study in Trondheim,
Norway. After establishing the modem link, we were able
to demonstrate most of the RSTE functions described in the
previous section.

Ad hoc demonstration: After the above experiments had been com-
pleted, a delegate from Australia asked us whether we could log-in on
'his' computer in Canberra. Given the telephone number and password
we managed on the first try to extract and display local bulletin files, etc.
Further details on this experiment in Husebye and Thoresen (1984).

Concluding Remarks
Recent advances within the fields of microprocessor technology and

telecommunications already have had a great impact on industrialized
societies and we consider the time ripe for seeing a similar impact on
the ways and means by which seismological data are collected in the field.
In this article we have tried to document and demonstrate how the in-
dispensible research tool a seismic array represents can be made afford-
able even for small academic research institutions. For the seismological
community as a whole, the present and future digital seismometry
developments should prove most beneficial; seismological data exchange,
bulletin transfer and naturally abstracts for meetings should be transferable
on an individual basis and not necessarily routed via the postal system
and/or complex data centers. The future in seismology as we now see
the contours is that of digital seismometry for everyone.
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A New Regional Array in Norway:
Design Work and Results from Analysis of Data

from a Provisional Installation

S. Mykkeltveit

Summar-
The subject of this paper is a new experimental regional array, which

is to be installed in Norway during the summer of 1984. A review is given
of the design work for the new array and results from analysis of data from
a provisional installation are presented.

Introduction
An experimental regional array will be installed in Norway during

the summer of 1984. The array will comprise 25 short period elements,
4 of which will be 3-component deployments with the remaining 21
elements consisting of vertical motion seismometers only. In addition,
there will be a broad-band three-component system. Sampling rates will
be 40 Hz for the short period channels and 10 Hz (intermediate period)
and 1 Hz (long period) for the broad-band system.

The geometry of the new NORESS array is shown in Fig. 1. The
short period central element will be a three-component borehole system.

Fig. 1. Geometry of the new
NORESS array to be install- 2.0
ed during the summer of
1984. All 25 sites will have
a vertical seismometer, 4 out E 1.0 0
of the 25 will, in addition, be 0

equipped with horizontals.
o 0.0 •

00C

z -1.0

-2.0 -
I J I , , I -

-2.0 -1.0 0,0 1.0 2.0
East-West (kin)
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The three remaining three-component elements will be located on the
third ring from the center (diameter 1400 in). The broad-band system
will also be a borehole deployment at the central site. The remaining
24 sites will be deployments in shallow vaults. Data will be transmitted
within the array using fiber optic cables. This makes the array flexible
in terms of future reconfiguration experiments. It will, for example, be
possible to reconfigure the array into an 11- or 12-element array of three-
component stations.

The subject of this contribution is the scientific objectives and design
criteria for the new array. In addition, results from analysis of data from
a provisional installation which comes close to the geometry of Fig. 1
are presented and discussed.

Design Work for the New
NORESS Array

We have previously devised a method for array configuration optimiza-
tion with respect to SNR gain by beamfoming (Mykkeltveit et al., 1983).
We have demonstrated optimized geometries leading to theoretical gains
well in excess of the standard \/9 gain by utilizing negative minima in
the observed noise correlation curves. Such optimum geometries,
however, tended to be rather "peaked" in their frequency response,
i.e., a very high gain at one particular frequency was generally accom-
panied by low gains at other (relevant) frequencies. The optimized
geometries were characterized by one particular intersensor spacing being
represented as many times as possible in the geometry. This distance
reflects the separation for which the noise correlation has its minimum,
for a given frequency interval. For optimization explicitly taking several
frequency bands into consideration (e.g., giving equal weight to each of
five different frequency bands in the gain expression), again one single
intermediate frequency "dominated" the geometry. For on-line process-
ing of regional events on the new array, signal frequencies in the range
1.5 to above 5.0 Hz will be of importance, In this range the distance cor-
responding to the noise correlation minimum varies by as much as a fac-
tor of 3 or more and optimum geometries for different frequencies within
this range would be vastly different. At this stage of the design work
it was clear that the configuration to be finally deployed would have to
contain many combinations of sensor pairs at nearly optimum separation
for any frequency within a fairly wide range.

From the foregoing discussion it follows that we have not been able
to make much use of our optimization procedure during the more recent
stages of planning for the new array. Rather, a design idea set forth by
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Followill and Harris of LLNL (Foilowill and Harris, 1983) has been pur-
sued. They have proposed a geometry based on concentric rings spaced
at log-periodic intervals in radius R, according to the relation:

R - Rj * ", n = 0,1,2, .. . (1)

Their design includes the deployment of an odd number of elements
symmetrically distributed in azimuth, and it has the following attractive
features:

- With an odd number of elements in each ring, the corre-
sponding coarray (defined as the set of all intersensor
separations, in vector space) pattern has no overlap among
its points, i.e., it samples the wavefield in the best possi-
ble way, in this respect.

- Designs based on (1) comprise comprehensive subsets of
sensors with very different typical intersensor separations,
implying that both high-frequency and low-frequency phases
could be well-enhanced by appropriate subsets of the array.

- The beam patterns for the above designs are favorable, with
narrow main lobe yielding good resolution in phase veloc-
ity and azimuth and absence of cumbersome side lobes.

The configuration in Fig. 1 is the realization of (1), with R,, =
150 m, a = 2.15, n = 0,1,2,3 and with 3,5,7 and 9 elements in each
ring, plus one in the center. This gives an array of aperture about 2.98 km.

The location and phase identification capability of an array depend
on the wavenumber resolution offered by the geometry of the array. The
width of the beam pattern main lobe is a measure of the uncertainty in
the estimation of the direction of approach of a recorded signal. Stand-
ard beam pattern computations,however, assume identical signals over
the array. In order to assess the role of the aperture in a wavenumber
resolution context, response patterns incorporating realistic signal cor-
relations were computed. It was found that the resolution capability of
the array was generally degraded as a consequence of a widening of the
beam pattern main lobe. It is possible, in effect, to estimate a maximum
aperture, for which there is no longer an improvement in wavenumber
resolution by increasing the aperture further.

The detection capability of an array is controlled by its SNR improve-
ment by beanforming. Theoretical SNR gains by beamforming for the
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proposed design and subgeometries of it were checked using correla-
tion curves for signals and noise based on recordings on previous ver-
sions of the NORESS array (Mykkeltveit et al., 1983). Signal and noise
correlations for the two frequency bands 1-3 and 3-5 Hz were used and
theoretical gains were computed for a range of values of Rn in (1) and
shown in Fig. 2 for different weighing of frequency bands and different
sensor masking schemes. It is found that for the proposed value of 150
m for Rn, it does not pay to delete the outer ring of 9 elements for
the frequency band 3-5 Hz. For the lower frequency range, however,
gain improvement is achieved by masking the inner two rings. A general
impression from this figure is that one should be able to improve the gain

15
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Fig. 2. Theoretical gains for the
C399geometry of Fig. 1 and relevant"OR13579 1984
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weight in the gain estimation,
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by a slight increase of Rmin and a corresponding increase in the aper-
ture to close to 4 kin, but the net gain from this would amount to less
than 1 dB, which is of minor importance compared to logistic implica-
tions and the above concern on array resolution.

Other geometrical patterns, both previous array realizations and new
concepts, have been investigated along the same lines as above. None
of these, however, produced both a beam pattern, a coarray pattern and
theoretical gains equal to or better than the Followill and Harris odd-ring
designs.

Analysis of Data from a Provisional Installation
In order to have an experimental check on our design ideas for the

new NORESS array, a provisional 21-element array was installed during
the summer of 1983, which comes close to a realization of the geometry
proposed for the new NORESS array. The provisional array comprises
all elements in Fig. 1, except 4 stations in the outer ring (nos. 3, 6, 8
and 9 in the outer ring, counted clockwise from due north). Correlation
curves of signals and noise on which the proposed geometry was based
have been confirmed by the new data, providing a much denser sam-
pling and broader range of intersensor spacings than available before.
Figure 3 shows noise correlation curves for the two frequency bands
1-3 Hz and 3-5 Hz. The curves closely resemble Bessel functions, sug-
gesting the importance of propagating noise at Rayleigh wave velocities
(Mykkeltveit et at., 1983).

The on-line processing of data from the new NORESS array will be
based on a new program package (Mykkeltveit and Bungum, 1984). The
performance of frequency-wavenumber analysis for detected signals will
be of crucial importance to the location capability, because it provides
estimates of phase velocity and arrival azimuths for the phase arrivals.
An example of the performance of the new regional array processing
package for data from the provisional 21-element array is given in
Fig. 4. The detection algorithm part of the package has found four phase
arrivals, which have been subjected to f-k analysis and results in terms
of estimated signal frequencies, phase velocities and arrival azimuths are
given. The phase association and location part of the processing package
has produced a final event location as shown, after having identified the
strongest secondary arrival and assigned to it the role of Ig (group velocity
3.50 kmns) in the estimation of epicentral distance.

For the event shown in Fig. 4 and several other events the exact
epicenter geographical coordinates are known. These events thus repre-
sent an important data base for the estimation of location errors. Proc-
essing of these events indicates that station-to-epicenter azimuths can
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1983 294 12 11 53 7 15 62. 4.73 0.12 6.60 6.20 240.3 21.8 28.3

1983 294 12 12 24 1 14 68. 4.71 0.31 3.20 5.30 238.0 31.4 30.1

1983 294 12 12 29 9 14 207. 4.82 0.29 3.30 3.99 241.4 37.1 108.9

Lg type phase detected at 1983 294 12 12 24 1

Associated with P arrival at 1983 294 12 13. 50 3

Event located at Lat, Lan =59.475 7.751

g type phase detected at 1983 294 12 12 29 9

Associated vith P arrival at 1983 294 12 11 50 3
Overriding earlier solution 1st, Lan 59.416 7.071

Fig. 4. Event detected and automatically located by the new processing
package for regional arry data. The event is an elplosion associated with
hydroelectric power plant construction activities and the data are from the
provisional 21-element array. The data window is 100 sec long.
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be determined with an accuracy of a few degrees, without entering regional
corrections. Distance is adequately estimated even for the simple travel
time tables incorporated in the processing package at its present stage
of development.

Conclusions
Design objectives and criteria for the new NORESS array in Nor-

way have been reviewed. Several partly conflicting demands have been
made on array performance, and the geometry in Fig. 1 represents a
compromise between such demands. This geometry has, however, pro-
vided the best overall response to the design requirements, The design
objectives and actions taken to satisfy actual requirements can be sum-
marized as follows:

(a) Detection: The array should provide optimum SNR gain by
beamforming. This has been achieved through use of actually
observed correlations for signals and noise.

(b) Location: The array should have a narrow main lobe and small
side lobes. Beam patterns have been computed for realistic
signal correlations.

(c) Performance of array: The array performance should be good
or at least reasonable for a wide range of frequencies, typical
of regional wave propagation. This aspect is well taken care
of by the proposed geometry as it contains several useful
subgeometries, which are close to optimum for different
frequencies.

(d) Research: The array should have an optimum coarray pattern
for unique spatial sampling. The odd number of elements in each
ring for the proposed design ensures this.

Results from the present provisional array installation have basical-
ly confirmed the projected capabilities of the new array.
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Seismic Array Processing: Past,
Present, and Future

Edward A. Flinn

In this paper we discuss the past and probable future evolution of
methods for processing and management of data from seismic arrays.
Even after twenty-five years of intensive research, optimum methods
have not yet been developed by analyzing and managing the large quan-
tities of data produced by these arrays.

Seismic array data analysis and management can be divided into
several categories, which will be discussed in order:

(1) Signal detection. The combination of array elements in space
and time, to detect seismic signals and determine their waveform
characteristics, direction of arrival, and phase velocity. Past developments
include simple beanforming, optimum filtering, and frequency-
wavenumber domain detection. Promising new developments include
adaptive beamforming and further development of f-k detection.

(2) Signal association. Grouping together the detected phases
from a given seismic event, frequently in the presence of overlapping
events. A human analyst still appears to be an essential part of this
process.

(3) Event location and characterization. The combination of in-
formation from individual arrays, to determine the location, depth,
magnitude, and focal mechanism of a detected event. New developments
include allowance for correlation of time residuals between stations,
magnitude calculations taking focal mechanism into consideration, and the
use of a general linear model for magnitude estimation.

(4) Identification of a seismic event as an explosion or an earth-
quake. New developments include ratios of energy in different spec-
tral bands from broad-band instruments.

(5) Archiving and retrieval of data. These are problems of great
complexity, the effective solution of which depends heavily on technological
improvements in mass storage devices, data communication, and on-line
computer systems designed with human factors taken into account.
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The sheer quantity of data, the simiarity of signals produced by earth-
quakes and underground explosions, the inhomogeneities in the real earth
(which vitiate the simple past assumptions of signal coherence across
the arrays), and the need to drastically improve signal/noise ratios: all
these factors have affected, and continue to affect, the frontiers of many
fields of science and engineering. Among these are seismology, digital
signal analysis, optimum filter theory, and parallel processing. While the
program has maintained a clear focus on the basic problem of detection
and identification of underground explosions, its scientific contributions
also have been highly significant. Advances in geophysics--especially the
development of plate tectonics-and study of the problem of detection
and identification of underground explosions have maintained a symbiotic
relationship for the past quarter-century.
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The Canadian Seismic
Verification Research Program

P.W. Basham and R.G. North

Historical Perspective
Canada has been active in seismic verification issues since 1959 with

a participant in the Geneva meeting of experts. In 1962, Canada agreed
to accept the installation at Yellowknife of a medium aperture array designed
by the UK. Canada took over operation of the array in 1964, and in subse-
quent years much of the Canadian research on teleseismic detection was
undertaken using Ye~lowknife data. By 1974, the Yellowknife array was refur-
bished with radio telemetry from the outstations and automatic digital detec-
tion processing, and it has operated in a stable confgurntion since that year.

The most active years of Canadian research were the decade 1964-1974,
with studies of body and surface wave detection, complexity and AI,- mb
discrimination, theoretical work on crust and mantle transfer functions,
magnitude-yield, and simulation of multiple explosn evasion scenaros. Much
of the early work in this period was presented as Canada's contributon
to the 1968 SIPRI conference. In 1969, Canada sponsored a resolution in
the U.N. General Assembly which asked all countries to submit informa-
tion on their seismograph stations, and subsequently undertook to analyse
these data to estimate the current global detection and discrimination
thresholds. In the early 1970's, these research results were employed in
support of Canada's position at informal meetings of the Conference of the
Committee on Disarmament (CCD) in Geneva.

Since 1976, most of Canada's seismological effort in this area has been
used in support of the Group of Scientific Experts (GSE) in Geneva, who
were given their first mandate in that year by CCD to consider matters
related to International Seismic Data Exchange (ISDE) under a comprehen-
sive test ban treaty. In 1982, Canada announced new initiatives in arms
control and disarmament that included more active participation in ex-
periments sponsored by the GSE, and a new focus for seismic verification
research.

International Seismic Data Exchange
Canada's view of ISDE as described by the GSE in its three reports

is very similar to that of other western countries: much useful groundwork

ll! Iillml iIBRi! !n~hlO I ! n i ! himng umumummnu ~um m nt . .... -n
. ow



558 The Canadian Sasmw Venfrcaim Reswe h PMM

has been laid, but much useful work remains to be done. The next impor-
tant step in the work of the GSE will be the data exchange "Technical
Test" in late 1984. Canada will participate in this test by contributing data
from three stations, and by attempting to intercept messages from all other
participants as part of the evaluation of the WMO communication channels.
A very important part of this test, however, will be an evaluation of the
ability of experimental data centres to derive similar and timely seismic event
bulletins for redistribution to participants.

We place a great deal of importance on facilities for rapid exchange
of wavefonn data, and have iniated contact with digital waveform exchanges
using "switched analog", "circuit switched" and "packet switched"
telephone connections. Some emphasis in the GSE has been put on satellite
circuits for rapid waveform exchange. Telephone exchange may be more
valuable under an operational ISDE as it can be put into effect in virtually
any country.

Seismic Verification Research Plans
It has been recognized that North America, and in particular parts of

Canada, has geologic conditions that provide a useful analog of parts of the
Soviet Union. This has been utilized in the experimental deployment of the
Regional Seismic Test Net-vork which has two stations on the Canadian
Shield. The central craton of the shield is virtually surrounded by earth-
quake source zones in Precambrian, Paleozoic and young tectonic terrains.
There are interesting shallow seismic sources in the magnitudes 3-4 range
such as rockbursts in the shield of Quebec and Ontario and earthquakes
induced by potash mining activity in Saskatchewan. Many of the earthquake
source parameters in southeastern and southwestern Canada are well defined
by dense networks of stations.

The principal focus of continuing seismic verification research will take
advantage of these situations to attempt to make a contribution to a number
of regional problems. High quality data from the RSTN, Yellowknife and
the rest of the Canadian network (about 80 analog and digital station) will
be used to assess regional crustal wave attenuation, event location with
small numbers of regional stations (with independent control from dense net-
works); focal depth estimates (with independent control from dense net-
works or knowledge of rockbursts or induced earthquakes); and compila-
tion of potential dscrinmiation characteristics for seismic events in many
environments. We welcome suggestions related to this research from all
others engaged in similar work.



559

Automatic Association

R. R. Blandford and J. H. Goncz

Summary
The automatic production of a seismic bulletin from a list of signal

arrivals is a problem that has been completely solved in that operational
programs exist. Yet it seems that state-of-the-art capabilities of existing
Automatic Association (AA) programs never do quite as well as an exper-
ienced human analyst. So the thrust of continued w* in this field is to
try to put more intelligence into these computer programs and to devise
algorithms that make more effective use of the information in the signal
arrival queue.

Work done with a signal arrival queue containing a mixture of
automatic detections and analyst-picked detections indicates that it is
necessary to give more weight to the analyst detections than to the automatic
detections, for the latter contain more false alarms and are less reliable.
We use a program unit call SCREEN to accomplish this, and the weights
assigned therein are based completely on empirical rides.

This port describes some of the more recent enhancements incorporated
into AA during 1983. The capabilities of these procedures as well as short
comings are described.

As more algorithms are added to get better results, the processing time
gets longer: about 10 hours cpu time for a few thousand arrivals. Further
improvements comes about I y repetitious processing; techniques are needed
to make AA programs computationally more efficient.

Introduction
The general concept of Automatic Association programs is to reduce,

or eliminate if possible, the tasks performed by a human analyst in deducing
the seismic events, earthquakes and explosions, that have caused a series
of seismic arrivals to be detected at a network of seismic observatories.

To date, it has been found impossible to completely eliminate the
need for human intervention in the preparation of a seismic event bulletin;
indeed, human judgement and experience seem to be necessary com-
ponents of a good seismic bulletin. Even the most extensive computerized
seismic data analysis system under development today relies on analyst
to review most of the stages of event generation.
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Recent Improvements in Automatic Association
In 1983 the Automatic Association (AA) program was extensively

tested with the synthetic arrival data created for use in the International
Data Exchange Exercise. The idea was to develop and implement cer-
tain features into the version of AA at the Seismic Research Center (SRC),
at Teledyne Geotech, and to compare its performance to the version
existing at Center for Seismic Studies (CSS) as well as the Swedish
version.

However, a good comparison was not possible to achieve because
of the lack of a mutually readable data set common to both the UNIX
operating system at CSS and to the VAX/VMS operating system at SRC.
The following list of items illustrates the features that were investigated
at this time using the SRC AA. These items will be described in the body
of this paper showing how successful they were and where further im-
provement is considered necessary.

* Kinematic/dynamic use of amplitude data.
* Use of pP and sP to automatically constrain depth.
" Two array event location.
" Slowness check of all later phases (in addition to PKP).
" Unassociated arrivals shown in final summary bulletin.
" Confidence ellipse in summary bulletin.

Kinematic/Dynamic Use of Amplitude
Theoretical basis for this work lies in an unpublished memorandum

by R.R. Blandford dated 14 July 1982. The maximum likelihood estimate
of magnitude is computed using an efficient Newton-Raphson procedure
for computational improvement.

A subset of the full network of reporting stations is chosen to com-
pute the maximum likelihood estimate. In general, the most reliable
stations will be used. It is also desirable that these stations exhibit low
seismic noise levels. It would be an additional improvement to have diurnal
and seasonal seismic noise levels rather than a single average value.
Station bias values for magnitude are included, if available. These quan-
tities should exist in the station coordinates and information file in the
computing center where the AA program is being executed. Unfortunately
in most Centers this is not true and the values have to be entered via
separate file thereby restricting the flexibility of this method. It is clear-
ly essential that a station be removed from the maximum likelihood calcula-
tion if it is in a not-reporting condition.
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There are three cases to consider regarding detections recorded by
the network of magnitude estimating stations:

(1) A station does not report a detection event though the mb
estimate indicates that it should have detected.

(2) A station reports a detection whose amplitude is extraordinarily
high or low according to the estimated mb. This amplitude is computed
to have a probability of less than .01.

(3) The station reports a detection but the noise level of the
station and the estimated mb indicate that it should not have detected.

These special cases are handled by adjusting the number of points
accumulated by that station in the SCREEN algorithm according to
Figs. 1 and 2. The SCREEN algorithm requires that a certain number
of points be totaled up by the stations making the event before the event
is declared. Additional points are awarded if an S detection is present
for the station, if azimuthal information is present, etc. The values of the
constants in SCREEN have been established by experience and empirical
observations; they are unquestionably network dependent.

a Select "reliable stations," get detection thresholds

0 Compute Ringdal mb

0 If a station did not detect but should have, subtract points, i.e.:
If P(det) > .95: -1.0

P(det) > .99: -2.0

* If a station did detect and reports an 'unusual' anpEi ade, Ao,
discard that amplitude for this event:

If P(amp > A 0) < .01 or
P(amp < Ao) < .01 then reject AO, start screen over

* If a station did detect but should not have, discard all
points due to that station, i.e.:
if P(de0 < .01, - (all points due to station)

Fig. 1. Amplitude modifications to screen.
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Automatic detection: +0.82
If (0) and A < 900: +1.02
If (R) and A < 70: +0.85

Analyst - certified detections: + 0.98
If (0) and & < 900: +1.18

If (p) and A < 90": +0.89
If (R) and 4 < 7: +1.10

If in shadow zone: -0.65

If S phase: +1.10

If in coda: -0.20

If slowness error large: -1.07

If no later phases: -0.50

5 points required for declaration
10 points in a-seismic zone

Fig. 2. SCREEN points.

Depth Constraint With pP and sP
Our experience with analyst-picked phases indicates a tendency to

label the teleseismic phase that arrives next after P as pP. In fact, the
next arriving phase may not be pP, but it may be sP, PcP or some uniden-
tified phase. Restraiiing depth to the analyst's pP-P time observation
could lead to diffculties in correct event location and association of phases.

These considerations lead to the "soft" treatment of pP and sP
labeled phases that is described here.

The list of P arrivals about to be input to the HYPO location pro-
gram is examined in time order, and the arrival queue is searched for
each station for a detection at the same station that is labeled pP or sP.
If sP is found the search terminates and the depth for sp-P time is uses
as an unrestrained starting depth for HYPO. The idea here is not to con-
strain the HYPO solution but rather to start the iteration process as an
optimum point in event parameter space. If no sP is found, the smallest
pP-P time, if any pP detections are found, is used to establish the input
starting dcpth to HYPO in the same way. Previously, the input starting
depth in HYPO had been set to zero because of the lack of any better
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depth, and this method is believed to be better, although it has been rather
difficult to establish that it is.

Once the event has been fixed and later phases associated an at-
tempt to constrain the depth by a labeled depth phases is made. The
arrivals are examined to see if there is a station reporting both P and
sP for this event, and also if the analyst's label agrees with the AA label.
If this is so, the sP-P depth is used to constrain the HYPO solution to
this depth and the event is relocated and reassociated. Again, if no sP-P
pair is found, the same algorithm is applied using the shortest pP-P time,

6 -, = d0 + - P-dO + T-dhaP'h

ao +

Array 1 6P1= MdO +

8T'Y ao6T = a- -dO + .. + 6T 0

P = dO +

aP2
Array 2 S'= Yd

ST2 = -- dO + ... + T

or

6 = B dx

dx = (BT E - 1B) - 1BTr - 6

E contains travel time and slowness error variance estimates down
the diagonal.

Fig. 3. Two-array location.
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if any. This algorithm seems to work very well with the synthetic data
because the analyst-labeled sP is always "honest". More work should
be done on this algorithm to expand its usefulness to real data.

Other AA Improvements
In additior t tve previous two major improvements described above,

some continuing effort at enhancing the capabilities of AA was performed.
The check on signal slowness has been extended to include all phases
recognized by AA, and not limited to just P and PKPDF. Since the travel
times for the remaining later phases are computed by polynomial approx-
imation rather than by table lookup, it was necessary to create a com-
plete new program section in which there is duplication of several of the
computational modules used in travel time determinations during location.

Formation of trial epicenters by two arrays has been added, based
on the intersection of their confidence ellipses. Since SRC's AA uses
this kind of trial epicenter search for the last pass through the signal ar-
rival queue, very few events are started this way. It has been added
to be compatible with other AA programs. Equations for the two array
computation are shown in Fig. 3.

The major and minor axes of the location confidence ellipse have been
added to the summary bulletin in accordance with standard practice.

The format of the summary bulletin has been expanded so that
"left overs", or unassociated, detections are printed adjacent to the
declared events and their associations. This printing is a great help in
reviewing the bulletin and in analyzing the performance of AA. Various
printing highlights are used to make the unassociated detections different
from the associated detections.
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Three-Component Array Processing

C. Esmmoy, V.F. Comier, and M.N. Toksoz

Introduction
The monitoring of a comprehensive test ban treaty may require the

processing of regional data from many multi-element arrays. Event loca-
tion and association of small events benefits from the use of as much infor-
mation as possible that can be extracted from seismograms, including wave-
vector, polarization, and ellipticity. In this paper, we outline a technique
of processing seismograms recorded by three-component arrays to retrieve
this information in moving time windows. The objectives of this research
are to provide a robust technique of beam forming and parameter extrac-
tion from three-component arrays and also to identify modes of body and
surface wave scattering in real data.

Estimation of wave parameters from the observations at spatially
separated sensors has been an area of interest particulary in radar, sonar,
physical oceanography and seismic signal processing literature. With the
development of maximum likelihood array processing (Levin, 1964; Kelly
and Levin, 1964, Capon et aL, 1965) and maximm keihood frequency-
wavenumber (f-k) analysis (Capon, 1969), the usual method of azimuth
estimation has been to estimate the f-k spectrum and to find the wave-
number which maximizes the estimate. This and other similar techniques
represent the beamfmig approach to the problem. Various applications
exist in literature (Lacoss et. al., 1969, Rki, 1978, Bienvenu, 1979).
Estimation errors for the optimum processor has been derived for some
array geometries and simple noise structures (Seidman, 1971; Cox, 1973;
MacGarthy, 1974; Altes, 1979; Schultheiss and Lanelo, 1980).

Another approach to the azimuth estimation problem is to estimate the
time dekays between the sensor couples. Hahn (1975) shows that optimum
bearing estimation can be obtained by a weighted linear combination of the
delays in the case of incoherent noise. Knapp and Carter (1976) derive the
maximum likelihood estimator and compare it with several other proposed
estimators. Another comparative analysis is given by Hassab and Boucher
(1979). Chan et. al. (1978) investigate the least square estimation of time
delay obtaining an asymptotically optimum estimate for incoherent noise.
They also note the disadvantage of phase unwrapping requirement of this
technique.

-~ rl - I-M]" - -- - i- I - -----
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Some other techniques such as sphit-beam tracker which combines the
beamforning and cross-correlation approaches have also been considered.
MacDonald and Schuitheiss (1969) show that a slightly modified version
of the conventional split-beam tracker yield an rms error at or dose to the
lower bound for rr,&,t practically interesting array configurations assuming
incoherent noise. Shensa and Black (1978) provide an algorithm to remove
the 21r uncertainties of split-beam trackers.

Interest in dispersive propagation has been limited. Fxiler and Carlton
(1981), discuss a technique which performs a bearing estimate for each fre-
quency and sensor pair separately, then averages the estimates over the
frequency and smooths it over the bearing. Hamon and Hannan (1974) ex-
amine the time delay estimation in dispersive media. They present a
parametric approach by assuming a model for the dispersion function and
estimating the model parameters.

When the wavefield of interest is vectoral, such as seismic waves,
coherency between the wave components on perpendicular axes may be
used to estimate the propagation direction. There has been relatively little
work on 3-component array data processing. Harris (1982) examines the
Cramer-Rao error bounds in estimating compressional wave direction with
a 3-component uncorrelated noise with kentical power densities in channels.

In many applications an array of 3-component sensors are used to
observe the wavefield. One possible way to handle this data would bc to
process each 3-component sensor separately and then to corbine the results.
However, a better way is to formulate the problem as a whole thus utiliz-
ing all available polarization and propagation information optimally. Here,
the 3-component array processing problem is presented as a generaliza-
tion of the 1-component beanorming approach.

Our primary objective is to decompose an observed data set into dif-
ferent wave types and estimate the propagation direction and phase veloci-
ty of each component. In general, a wavefield consists of a finite number
of components each characterized by a propagation direction and a phase
velocity. One difficuty in velocity estimation is that observations are usual-
ly made along a line (eg., borehole) or on a plane (e.g., earth surface) pro-
viding no information about the wavevector component perpendicular to
the observation space. Since the propagation direction of the wave is also
unknown, it seems that there is no way of estimating the direction and the
velocity simultaneously. However, relationships between the par&le mo-
tion and propaation direction of the seismic waves makes this simultaneous
estimation possible from 3-component observations along a line or in a plane.

Parametric Signal Model
Particle Motion Model. Seismic waves in laterally homogeneous
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isotropic media are usually examined by decomposing the wave into three
components, namely P, SV and SH. SH is the horizontal patcle motion
component of the shear wave and it obeys the scalar wave equation. P
is the compressional wave with the particle motion along the propagation
direction and SV is the other component of the shear wave which represents
the particle motion perpendicular to both P and SH wave. Since P and SV
waves interact at the boundaries they are examined together. In the case
of horizontally layered media surface waves exhibit two modes of propage-
tion. Rayleigh wave results from the P and SVwave interaction at the sur-
face and posses particle motion in vertical and radial (direction of propaga-
tion) components. Love wave is the SH component and has only the
transversal particle motion.

From the particle motion properties surmnarized above different types
of seismic waves may be modeled. For body waves and Love waves angles
0 and 0 represent the direction of propagation measured from the vertical
and x-axis respectively. For Rayleigh waves ' = tawle, where e is the
eflipticity (Boore and Toksoz, 1969), and 0 is the back azimuth measured
from the x-axis. Three-component observations of the particle displacement,
at a given frequency and at one point in space can be written as follows

P waves:

- si1os
r(w) - sin sinO s( hP sW

COS J

SH waves and Love waves:

-sin 1
r coso s(ow) i hSH s(w) (1)

0

SV waves:

r(WJ) = cos~sind s M in h (W)

L sin



58 Three-Component Array Processing

Rayleigh waves:

-jsincos1
r() -jsinsint6 s(W) ) h$ s(W)

cosv I

where j in the Rayleigh model represents a 90' phase shift between the
horizontals and the vertical and s(o) is the Fourier component of the
waveform. To be more precise, the -j term in the horizontal components
should be replaced by -jsgn(6j) where the sign function is

sgn (w) = { 1 p O

Note also that the Rayleigh model represents retrograde particle mo-
tion, which is usually the case for fundamental modes. The model fnr the
prograde case is obtained by changing the signs of the horizontal components.

Particle motion models given in this section represent amplitude and
phase relations between Cartesian components of various type of waves.

Propagation Model. In many applications an array of 3-component
seismometers are used to observe the wavefield. In such cases the phase
relations between the sensors may be exploited as well as the phase rela-
tions between the components. In this section, definition of the focusing
or steering phase shifts for different wave types are given.

The propagation model at one frequency may be written in terms of
phase shifts at a given set of sensor locations. The phase delay (due to
propagation) at sensor m may be represented by the complex exponential

d = ej .  (2)

where jo, is the corresponding phase shift.
For plane wave front, phase shifts for different wave types are as

follows:



c. Esmo a i. 569

Table 1.

Sensor location

Wave type along a vertical line on the surface

P ,,,- p cos€ 4,.= - p,,,cos(O - O)sin#

SIC~ ~ F ,,= s,,cs ,= - P cos(O,,-O)sinj,
SH S~~ PmCO64' 4IPM~ pCo( OMr

Raioeigh = 0 = p,, cos(O,.- E)
ye VRL

where v is the phase velocity at frequency w, (p.,6.) are the polar coor-
dinates of sensor m and (J,O) are the propagation direction angles.

Combined Model. Combining the particle motion and propagation,
each wave type can be modeled by a 3Mvector (Mis the number of sensors)

d2h
r~)=s(wa) wa(w)s(w) (3)

where

d. =d(ov¢O

h =h(V,,)

Equation (3) corresponds to the noise-free observation of a particular
wave type with given parameters.
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Three-Component Array Processing
Stochastic Case. First consier the case where the time waveform

may be regarded as a jointly stationary stochastic process. An example of
this is microseismic noise. Using the model given by Eqn. 3 observed data
at frequency w may be written as

L
r (w) = at (W)S (W) (4)

I=1

where s1 (,o) is the Fourier coefficient of the wave 1. Zero mean, uncor-
related signal components are assumed, i.e.

E {si *} = P bi (5)

For a given wave type (P, SH, SV, Love or Rayleigh) the model vec-
tor a is represented by three parameters v, , and 0. Each set of parameters
corresponds to a wave p with velocity v along the direction defined
by sp and 0. In the case of Rayleigh waves, elipticity is given by tang and
the back azimuth is 6. If the signal power corresponding to each candidate
wave (v,tt) is computed, then the maximum or the local maxima corres-
pond to the waves of one particular type propagating across the array. Ac-
curacy and resolution of the estimated parameters are determined by the
same properties of the signal power estimate.

The most straightforward way to estimate the signal power is to per-
form a project-delay-sum process. This may be written as

E { f dwjaH(&o,v, ,t9)r(w)j2} f dw a" Ra (6)
Wa IWd

where R E {r(a)rff(w)} is the data spectral correlation matrix, [w: l,
is the frequency band of analysis. Eqn. 6 corresponds to the coixventional
Bartlett estimate of the power spectrum or the delay and sum beamform-
ing of one component array processing.

A high resolution estimate of the power has been used in array pro-
cessing and appied to the diection estimation of nicreismic noise. Der-
ton of the maximurn lelihood power estimate can be found in the literature

now. , lE IMMI
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(Capon, 1969; Baggeroer, 1974). The problem consists of finding an op-
timum spatial weighting at each frequency and for each direction. A similar
derivation can be made for a more general parameter estimation problem
leading to an equation of the same form (E oy, 1985). Applied to the
foregoiDg problem the high resolution estimate is given by

Wb

1 dw (7)P0,40,)= af R-1 a

The spectral correlation matrix R (3M x 3M) is obtained by

L

R= rr, (8)
1=0

where r (w) is 3M vector of segment I in Fourier domain. Note that due
to the form of Eqn. 8, R(c) is guaranteed to be positive semidefinite.
Therefore, the estimated power in Eqns. 6 and 7 is nonnegative. From
a computation point of view the number of segments must be L ? 3M.
Otherwise the rank of R is L and it is not invertible. Moreover, to have
a stable estimate L should be much larger than stated above. However,
it is limited by the time-bandwidth product of the available data.

Trnsient Wave Case. In many applications, signal waveforms of in-
terest are relatively short duration pulses, therefore, they cannot be treated
as stationary signals. Using the model given by Eqn. 3 observed data at
frequency o may be writen as

L
r(W) = a (o) S, () + W(WJ) (9)

1=1

where w is the noise vector, s, is the Fourier coefficient of the wave 1.
Zero means and unorrelated signal components and noise are assumed, i.e.

E {sis/*} = Pi B# E {s, w*} = 0 (10)

There are several ways to formulate the estimation problem depend-
ing on how much is known about the noise characteristics, signal waveform

ii~ mm! !l i 1 ili! n iNI m ! nin m n iN i I~l!i IKWI~ I! !N |!!lm! I n~ai



572 Thv-cmpo Aim Pm.aw'

and parameters to be estimated. In cases where ial to noise ratio is
low, the noise charactmistics may be estimated in a time segment prior
to the first arnvaL Then, the estimated noise spectral matrix can be used
to minimize the noise interference effects. Formulato for this processing
will not be discussed further in this paper. It is assumed in the following
that no a ptiot knowledge is available except an estimate of the signal fre-
quency hand.

In one-component array processing problem, transient signals are
handled by windowing the data in time, and amlysing each set of windowed
data separately. One approach to the problem is, for each set of windows,
to calculate a coherency measure. The set of parameters corresponding to
the maximum coherency are the desired estimates. Neidefi and Taner (1971)
give a comparative analysis of this technique and apply in determination of
stacking velocities from multiple ground coverage seismic data. Instead of
computing normalized aross correlations between channels, an array pro-
cessing based technique, similar to the stochastic case, may be used. The
major difference in the nonstationary signal case is the way that the spec-
tral correlation matrix R is computed. Usually R is computed by averaging
over a narrow frequency band around the frequency sample of analysis.
However, when the number of army elements are large averaging over
a narrow frequency band does not produce a stable matrix. In such cases,
a small positive number is added to the diagonal elements to assure invert-
bi of the matrix. Some examples of the applications of this technique

are given by Baggeroer and Falconer (1982) and Duckworth et. al (1982).
In 3-component arrays the matrix dimensions are 3 times larger. Therefore,
the stability problem becomes more important.

Casidered here is another technique for the transient wave case. The
spectral matrix is computed by averaging over a range of velocities. This
is done by shfng the time windows at each sensor appropriately and averag-
ing the resultant spectral matrices. This operation may be formulated as

Ub

R(w) = f dv r(v,o)r"(v,co) (11)
Va

where

t. (u)+T

[ / r(t) e-i t dt (12)
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where r,, is the 3-con observatios at sensor m and T is the length
of the time window. The amount of window shift t, is determined by the
array geometry. Performance of tlis tecniue is currently under investiga-
tion. Satisactory results have been obtained in applications to various data
sets. Some examples are given in the next section.

Applications
F e 1 shows data recorded by the Latas, Texas, array from the

underground nudear test TURQUOISE at NTS on April 14, 1983. This
event has reported magnit s of 5.7 "b by U.S.G.S and 5.5 ML by BRK.
It is 12.80 frm the LitM ar-y and its back azimuth is 309". The instnmen-
asoon consists of four se deployed in a Y-shped any.

having a 150 m station spacing (H- "n and Goorth, 1983). Each compo-
nent is broadband to ground velocity in the 1 to 30 Hz band. The complete
a-ay, consisting of al components and sites, was processed using the tedi
ques outnd in the previous sections. The results of processing a waveform

10 se--

0

Ew 01 A no'00 *o

0 25

- 18 j 01* .3j-

NS -

NS _0,, '1

EW- WA * is 0- , 0" ori To " "nT a-',- - -'p f"e". 'I""

0 1000 1679

Fig. 1. Seismograms recorded by the Lajitas, Texas array of a 5.5 m6
underground nuclear test ("TURQUOISE", 14 April 1983). (Data provided
by T. Li, Teledyne-Geotech).
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3.5 km/sec averaged over a wavelength of a 0.8 Hz body wave. These
attributes are conpatible with those expected of a P. phase.

The records contain two more ineady polarized phases with parte
motion prdornnm* in the plane of the wavefront (Fig. 3), having both
SH and SV components. These can also be pmessed for back amuth.
Figures 4a and 4b show an example of processing for Rayleigh waves on
a waveform segment recorded by the NORSAR array from a deep focus
earthquake beneath the Sea of Japan. The array ekments consist of stand-
ard, pee-com l og eriod ..U.nnents. A & e*tity, and sur-
face phase velocity are estimated by the processing. The true back aimuth
of the event was 46 . The estimated azimuth is 58° . Figures 5 a and 5b
show the results of processing for S waves on an earier wavefDorm seg-
ment of the same event. Several S phases (S, sS, ScS, c.) have been
included in the aslyzed segment For the S waves, the predicted azimuth
of 45° agrees wel with the true azi&th of 46° . The deviatiin of the Rayle*h
wave from true azimuth may be more a re&ctm of lateral heterogeneity
in the upper mantle than a mesue of the performance of the processing

C

02 0.4

0.2

6 5E

60

0i t . ...... .
0 1000 1679

Fig. 3. Example of a single Lajitas site polarization filtered to pass linearly-
polarized waves. Plots of polarization measure, azimuthal angle, and vertical
angle of particle motion. Time scale same as in Fig. 1.
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Fig. 4a. Waveform segments (surface wave window) at three 3.-component
elements of NORSAR from a deep focus event in the Sea of Japan.
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Fig. 4b. Results of Rayleigh wave wave processing.
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Fig. 5a. Waveform segments (body wave window) at three 3-component
elements of NORSAR from a deep focus event in the Sea of Japan.
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Fig. 5b. Results of S wave processing.
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segment surrounding the first arrival are shown in Figs. 2a and 2b. From
these a back azimuth (2950) and apparent slowness along the ray (1/3.5
sec/kin) are estimated. An apparent angle with respect to the vertical is
also estimated. Tius angle can be used together with the slowness along
the ray to estimate a horizontal slowness of 1/8.3 sec/kmn. The slowness
estimates are compatible with a velocity of 8.3 km/sec: at the turning point
of rays compritsing the phase and suggest a surficial velocity of about

Fig. 2(a). Azimuth-elevation N
contours obtained from pro- -90 0 9
cessing Lajitas, Texas, data 90 . 9
from Fig. 1. Concentric
circles spaced at 100 inter-
vals from the vertical.

W 011

-90 0 90

S

Azimuth-elevalo plot--peak at -250 and 2950

Fig. 2(b), Slowness (along N
ray direction)-azimuth con - 1000 0 1000
tours obtained from process. 1000 1000
ing Lajitas, Texas, data.
Concentric circles spaced
at 0.2 sec/km slowness/ \
intervals.//

-1000 ----.- 1000
1000 0 1000

S
SIGownes plot-peak Ed -W/.5 see/ki and 156-
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algorih. Indeed, it is encouraging that any Rayleigh wave was found at
all because the excitation of the fundamental Rayleigh mode for an event
this deep should be small.
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Signal Detection by Pattern
Recognition Methods

H. P. Harjes and M. Joswig

Summay
The efficiency of a network of high-gain seismic stations largely depends

on the ability to automize signal detection and classification for further
analysis. In a first step events have to be classified as local, regional, or
teleseismic which is conventionally achieved by STAILTA-detectors operating
in different frequency bands. The decision process of a P.zuman analyst is
much more complex using experience from long observation intervals. This
experience can be included in a pattern recognition procedure comparing
the instantaneous seismic trace with a set of masks adapted to typical
waveforms. A short-term spectral analysis is used to establish a parameter
set which is in a wide sense invariant to changes in phase clarity or
magnitude for events from a specific region. A practical application in Ger-
many uses a M-68000 microcomputer which can handle up to 50 templates
in real time on single channel (100 Hz) data. The detector output from
all sies is transmitted to a central station and further evaluated in a second-
stage coincidence detector. In a one-month test-run the automatic process
approached the performance of a skilled analyst.

I. Introduction
Event detection by automated methods has been an essential ele-

ment of data processing schemes ever since local or regional seismic net-
works have been established. Its implementation is, however, heavily
influenced by technical constraints. In early networks data were transmit-
ted as analogue signals to a central station before they could be converted
to digital format appropriate for further computerized processing. The
main disadvantage of this concept was the limited bandwidth of the
telemetry - usually about 40 to 50 dB, i.e. only a range of two magnitude
units between system noise and clipping. In the next step a/d-conversion
was shifted to the remote seismometer site thereby improving the
dynamic range of data acquisition. The Graefenberg (GRF) broadband
array (Ref. 1) uses this technique, but in real time operation there is
a limitation with regard to the product of number of channels, sampling
rate, and word length, defined by the capacity of the transmission line.
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Typically in Germany 2400 baud lines are available which are already
saturated by 1 seismometer a/d-converted with 16 bit and digitized at
120 Hertz.

Communication networds with automatic computer controlled swit-
ching (x .25, in Germany DATEX-P) introduces new possibilities for
local or regional seismic systems because data transmission can be handled
pseudo-offline, if each station is equipped with an event detector
implemented in a local microprocessor. Transmission rates are thus
governed by the seisinicity level and the available amount of local storage
capacity. To avoid disintegration of the network into a set of isolated single
stations an automated dialogue between remote stations and a central
facility can be implemented. Initially all stations store their data locally
and send a message to the center each time an event is detected. The
central processor decides from a number of criteria including coincidence
and other measures either to accept these messages or to reject them
as false alarms. In case of acceptance all stations including those which
did not report a detection are automatically requested to send data; other-
wise, all 3tations get the message to release stored data.

By separating event decision (short communication) and data
transmission the network operates quite efficiently even with high false
alarm rates at single stations.

II. Detection By Pattern Recognition
The detector design is critical to the effectiveness of the seismic

network as outlined in the previous paragraph. Fig. 1 shows the basic
elements of two typical single channel detectors (Refs. 2 and 3). In a
first step the seismic data pass a frequency filter usually adapted to the
optimum s/n-band at the station. It may include more than one passband
to separate local and teleseismic events. Subsequently, the detector

Filter Statistics Decision Event

, STA y LTA= ESTA 1 STA > LTA + Yes/No

TOme (.- 1)LTA

STA/LTA -Detector

BP M - rly,1 H M" > Yes!No

No!". Seuence V M W M 13V

W-ggc retect e tc

Fig. 1I Logical structure of singie-channel detectors.
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algorithms include a transformation of the time series which represents
short-term changes in the waveform. This transformation may be simp-
ly taking the absolute value of the input data or rather complex opera-
tions like Fourier or Walsh transforms. In the past the choice of the
algorithm was mainly determined by the computational power of the
microprocessor, but this is now made less important with the new genera-
tion of 16/32 bit microprocessors. Now the trade-off between sophistica-
tion and robustness of the algorithm is the ultimate obstacle (Ref. 4).

The next block includes the estimation of the long-term behavior of
the time series which is usually derived from second order statistics and
recursively calculated from the short-term function. A detection is declared
whenever the short-term function exceeds a threshold defined as some
multiple of the long-term expression, where this multiple is a function
of the variance of the STA/LTA-ratio during noise conditions. This deci-
sion is independent of the future developments of the signal, thus it does
not take into account later phases which might have higher s/n-ratio
especially on local or regional seismograms. It is the knowledge of this
overall picture which makes the human analyst superior to an automated
single phase detector.

Several attempts were made to reconstruct the time-frequency
behavior of seismograms with a low order parameter model and this
resulted in a short-term spectral analysis using FFT.

The interpretational disadvantages of the Walsh transform were com-
pared against its computational advantages which became less attractive
in the light of 16/32 bit cpu's.

The computational procedure transforming the time series into a
'sonogram' is shown in Fig. 2. Segments of 2.56 s length (sampling rate
is 100 Hz) are windowed by a cosine function and Fourier transformed.
The short-term power spectrum is plotted on a logarithmic frequency
scale every 1.25 s using overlapping windows.

In Fig. 3 (upper part) a seismogram of a local earth quake (m, = 2.0,
epicentral distance = 35 In) is compared to a sonogram of the same event
(lower part) which clearly shows the frequency shift between P-phase
and S-phase and even gives some indication of surface wave dispersion.

These spectral representations of typical regional events were
used to establish a set of templates which were then implemented in an
automated detector. One of these masks taken from the master event
plotted in the previous graph is shown on top of Fig. 4.

This mask is compared with the sonogram (lower part of Fig. 4) from
a smaller event of the same region by calculating the coincidence at several
power levels of the spectrum in exponentially increasing steps starting
from the noise background. The reference value is set to one within the
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Fig. 2. Computational procedure for sonograms.

template and to zero outside. Furthermore, to enhance the contrast to
the noise background the edge of the template is inverted (value - 1).

The comparison is performed in 13 frequency bands at each intensi-
ty level every 1.25 seconds. Stations are equipped with M68000
microprocessors which can handle up to 50 masks in realtime. This number
is sufficient to include all known local sources and, additionally, some
templates are used for typical noise sources as well as teleseismic events.
Fortunately, events from the same region are very stable in their spec-
tral picture, so the templates are robust to changes in phase clarity and
magnitude.
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Fig. 4. Mask from master event (Fig. 3) compared to sonogram with lower
s/n ratio.

Coherence values for templates at single stations can easily be
transmitted to the central computer to be compared in the coincidence
detector. Furthermore the center can transfer new templates to specific
sites or update old ones by using the communication facilities within the
network.

Preliminary results from a one month test-run have shown that the
automated detector easily approaches the performance of a skilled analyst.
It allows a cost-effective operation of a seismic network even in areas
of high seismic noise level.
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Digital Data: How Good Is It?

Robert Kemerait

Summary
This paper discusses the procedures currently being performed by

ENSCO on collecting existing digital and hand-digifted seismic data. The
emphasis is on quality control and fomnats.

The recent increase in availability of digital seismic data has resulted
in a proliferation in the use of these data as part of basic research. As a
direct result, a host of new research areas are now becoming available to
seismologts. Examp es include the maximum likelihood to event magnitude
estimation, improved magnitude yield estimate procedures, path and
attenuation studies, source studies (including focal mechanisms, radia-
tion patterns, depth, etc.), and first motion detection, to name a few.

As these data have become more accessible to the researchers and more
sophistcated processing techniques are applied, new demands are necessaily
placed on these data. Common demands are for more accurate system
response information, better network coverage (i.e. more data), better
instruments (i.e. more bandwidth), more accurately calibrated data, and
additional instrumentation (tpically arrays and three-component long and
short period data).

ENSCO has been heavily involved in the collection of existing digital
data, the tnansfornation of analog data (existing in several forms) to digital
data, and the quality control of the data so that it will support this increased
activity. This paper attempts to cover the major area of research and their
direct relationshp to improvements and limitations of the data. Our history
of data collection has made us cognizant of the quality and character of
these data.

I. Introduction
The recent shift of emphasis to digital data by the seismic communi-

ty has opened many opportunities for basic research. This shift has been
somewhat complicated by several factors such as:

Limited number of Worldwide Digital Stations for networks such
as the SRO and WWSSN,
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* Remaining extensive networks of analog stations (WWSSN),
* Operating time frames such that many key events exist only

in analog form,
* Limited number of arrays which are extremely valuable when

processed digitally,
" Majority of analog data with very limited dynamic range, and
" System response functions which are in many cases, a problem

area.

This paper indicates how several sources of data have been handled
by ENSCO and where additional research is needed. A much needed
result is a quantification of the effects each data shortcoming has on the
results obtained from a specific processing tool.

The specific data sources which will be addressed in this paper are
the World Wide Standard Seismograph Network (WWSSN), the Seismic
Researc Observatory (SRO), the Canadian Network Data, classified data,
and other data such as NORSAR.

II. Technical Discussion
This section discusses a number of the problems/peculirities

associated with the seismic digital data. Unfortunately, more questions
seem to be raised than answered. The single most important quantity
that digital data makes available is the spectrum. Unfortunately, the
teleseisniic short period spectrum is in an extremely narrow band which
causes complex problems in its use and interpretation (see Fig. 1). Signal
processing techniques which are routinely applied to broadband signals
are much more difficult to apply on these data. The remainder of this
section treats those situations of most concern to the seismologist.

1. Instrument (Systems) Response and its Removal. Contrary to
situations using analog data, digital data lends itself to correcting (remov-
ing) boLU the attenuation or amplification of the amplitude spectrum as
well as modifications to the phase spectrum. Several problems which occur
with much of the seismic data at this point are:

a) Calibration (yielding amplitude and phase information) is not
satisfactory much of the time,

b) The system was not designed so that the phase response is
easily removed (typical problem areas are the design of analog
and digital filters),

c) The Wge dynamic range in frequency (extremely small values
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(a) Amplitude Spectrum
Model without a
secondary phase.

(a) Log Spectrum
Model without a
secondary phase.

(b) Amplitude Spectrum
Model;
T, = .45 seconds

Model;
T = 245 seconds

(c) Log Spectrum

~Model;
T, = 2.0 Seconds

1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0
Hz

Fig. 1. Berlage model spectra; (a) basic model, (b) simulation of a shallow
event, and (c) simulation of a deep event. (Reproduced from the chapter by
Kemerait and Sutton, 1982).

at higher frequency can cause gross errors when removing the
system response at these higher frequencies), and

d) The required data spans a considerable length of time so that
the precise system configuration (response) may not be known
at any one time.

2. Noise Sources. In addition to the seismic noise and the additive
system noise, there are additional sources inherent in the digitization pro-
cess and the subsequent processing. These include the following:

a) Quantization noise which is reduced by increasing the number
of bits per sample,



~Dia Data: How Good Is It?

b) A/iasirg noise which is reduced by increasing the complexity
of the analog prefilter,

c) Gain-rmwiv techniques which are usually employed for increas-
ing the dynamic range of the data. Figure 2 is a simple exam-
ple which illustrates the difference in spectral content obtain-
ed from the same system with a change in its dynamic range,

d) Interpolation of the data which is usually required since the
samplers do not sample exactly at 20 and/or 1 sample per
second (Fig. 3 shows spectral effects of interpolated sampling
at different times), and

e) Uncertainties assoiated with spectral processing, examples of
which are spectral leakage, main lobe smoothing, etc.

Within reason all of these noise contributions (except the seismic
noise) are negligible in the vicinity of 0.5-2.0 Hertz which roughly cor-
responds to the frequency range of the analog data previously used for
manual operations such as amplitude and period measurements. Above
the 2 to 3 Hertz range, these noise sources most probably are not negligi-
ble and therefore should be accounted for in any process using these higher
frequencies. Their importance is directly related to the specific signal
process being applied to the digital data.

3. Diverse Origins of the Digital Data. When processing a specific
event (earthquake or explosion), the seismologist may encounter digital
data from several sources. Typical sources are:

a) Digital data digitized at or near the seismometer output in a
real time mode. This method should yield the best possible data
assuming uniform sampler, anti-aliasing filters, etc.

b) Digital data converted from analog data originally recorded on
magnetic tape. Here we are faced with additional noise sources
and a probable loss of overall dynamic range.

c) Digital data created by some form of operator controlled
mechanical digitization, from analog data recorded on film or
paper media. The method addressed here is the hand-digitizing
process which, of course, adds additional sources of noise.

One of the basic questions addressed here is whether data from more
than one of these sources should be combined in some of the more
sophisticated signal processing now available. Should SRO and WWSSN
data, for example, be combined in spectral studies for t* or depth analysis,
etc.
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The method for collecting and organizing digital data currently
c-no',oyed by ENSCO is portrayed in Fig. 4. The procedure is basically

Scoileit all usable digital data, machine digitize all usable analog tape

Specify
Events and

Networks/Stations/
Channels

Collect
Digital Data

and Film,
Film Chips

FI
Calibrate Search

Data (Using Cals Analog Tape Data
and Possibly for Signals with

Film) No Digital Data

Digitize
(Machine)I
Calibrate

Data1
Hand-Digitize

Remainder

-Combine intoDigital Data Base

Generate

Data Matrix

Fig. 4. ENSCO data flow for generating EVENT oriented digital data.
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recorded data and digitize any remaining sources of film or paper recorded
analog data. We have considered optical methods of digitizing this data
and believe them to be of marginal use for most of the data we are cur-
rently handling (see Vjq. 5).

For any data so.,'-,:, offering both digital and film or paper recorded
analog data, we use analog data as a check on digitally recorded earth
motion. The rationale is that the analog recorded data is much more visible
and therefore less prone to error in magnification assignments. Obviously,
periodic amplitude and phase calibrations are much more desirable and
are given priority utilization, when available.

Reproduction of WWSSN analog recording

Hand digitized waveform produced

Hand digitized waveform superimposed on analog record

Fig. 5. Hand digitized signal produced frow a marginal recording.

'1
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4. World Wide Seismic Data (WWSSN). The procedure developed
by ENSCO during the past four years in the conversion of WWSSN analog
data to digital data bears some detailed discussion.

A Minolta reader/printer is used to produce enlarged hard copy prints
from the USGS-provided analog microform. (70mm chip or 32 x reduc-
tion microfiche). The hard copy is then positioned on a TALOS 30"x 40"
digitizing tablet and traced using a hand-held cursor. Both continuous point-
to-point modes are used depending on signal amplitude and complexity.
The distance between x-y coordinates, output from the tablet, is selec-
table in 0.001 inch increments starting at 0.005 inches.

The output from the TALOS tablet, in combination with associated
SMART firmware, is then processed by ENSCO's HP-1000/45 computer
system. The software features:

* Several options for removal of waveform "tilt" caused by helical
recording media or mechanical misalignment.

* Hermite-Wiggins interpolation method.
* Numerous automatic checks on items such as time intervals

and alphanumeric header information.
* Numerous interpolated segments can be concatenated and

stored in 1000-point formatted waveform records.
* Emphasis on quality control with routine production of

transparent digital waveform plots at the exact scale of the hard
copy print used for digitizing. This step is accomplished while
the hard copy is still positioned on the tablet, allowing easy
editing of any waveform portions not exactly corresponding to
the print. See Figs. 5 and 6 for examples of the hand digitizing
results.

5. Data Formats. All data, regardless of source, is currently sup-
plied by ENSCO in a standard format illustrated by Fig. 7. Additionally,
we supply plots, scaled to a maximum peak-to-peak amplitude of one inch,
for all hand digitized waveforms and a single page data matrix for each
event. A summary of collected data is automatically entered into the
matrix, including coded waveform lengths, channels and source. Addi-
tional information is hand entered and normally includes reasons for data
exclusions. Standard examples are station inoperative, data unusable, etc.

HI. Results, Conclusions and Recommendations
This paper has attempted to explain the peculiarities associated with

the several data sources ENSCO has been collecting as well as to stimulate
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(a)

IAr%%vy ,Machine Digitized
Version

E (c)

0
" 4 Operators Results

(e)

i ~6.4 sec ,_
rTime domain correlations

1 0.81 1 1 Time-Domain
0.9.7 10.75 10 1 Correlations

Frequency domain correlations
______Freq. range (Hz)

.99 .99 _ .96 _ 0-10

.99 .99 .94 0-1.0 Frequency

.98 .98 .91 0.5-1.5 Domain
.15 .99 .97 1.0-2.0 Correlations
.12 .97.. .96 1.5-2.5
.11 .40 .31 2.0-3.0
.02 .66 .04 2.5-3.5
.57 .28_ .05 3.0-4.0

Fig. 6. Effects obtained from different operators hand digitizing identical
signals.

interest in the problems/limitations of these data, especially those col-
lected at teleseismic distances. Considering the purposes for which the
several systems were designed and the length of time that they have
been operational, the quality and quantity of the digital data now available
and being made available is a major feat in itself.

Conversely, we believe that the researcher should be cautious in
the processing of these data without regarding those limitations men-
tioned in this paper. One example is the validity of the spectral content
in the 5 to 10 Hertz range. One should question the quality below 5 Hertz



R. c. Kemerait 595

00

0E.

to 
CC0**

0 00

r-. co z

FE0E:E:E IN 
U

7 FU r M= ) 
W

5, C~l-0-

c'j 2 -0 .2c,

0E
cm' ~ ~( co ~ z C

-. 0 0 
>

CM C (dO0

X >) . ~ - a

0 3:-e 0

0 C

(U 0 -'a1I

0 
z. 

0

-i - a.
N 

0 0

< cc a: ia:

90 C 0 0

( n) C a oer

(U a . L U -0 0 . ,



596 DLvita Data: How Good Is it?

as well. Also, since in many applications all available data for a specific
event is used, the researcher should take into account the differences
in seismometers and systems (dynamic ranges, for example) as they
directly relate to the processing and results that he is expecting.

Since many of these data exist for "one of a kind" events, we sug-
gest that some level of research be undertaken to explain and quantify
noise sources, such as those discussed. Particularly, the effects that they
have on the various techniques being investigated in areas such as depth
estimation, magnitude/yield estimation, etc. These investigations, we
believe, should be run concurrent with the basic research required to
develop new broadband instrumentation which should minimize most or
all problems of this type.
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Estimating Seismic Yield and
Defining Distinct Test Sites Using
Complete Waveform Information

Thorne Lay, L.J. Burdick, D.V. Helmberger
7,znd C.G. Arvesen

Summary
A new method for estimating the yields of events at a nuclear test site,

and for identifying anomalous events and distinct subsites, is introduced
and tested using Amchitka and NTS events. The intercorrelation method
is an analytic relative waveform comparison technique, which involves con-
volution of the first few seconds of each short-period P wave recorded at
a given station for two events with estimates of the effective source function
(including PP) for the other event. This procedure accounts for common
path and receiver effects as well as differences in time functions and near-
source surface interactions. If the source parameters for a master event are
determined independently, the assumed source parameters for a second event
can be adjusted to minimize the residual differences in the intercorrelated
signal pairs fora large number of stations simultaneously. iel., estimates
can then be made using empirical relations between the sr,.srce parameters
and yield.

Introduction
The current procedure for estimating the size of nuclear events from

seismic data is to infer yield from an Mb-yield calibration curve. The
calibration curve is based on events of known yield from a few sites, but
it is applied to events all over the world. This approach has several well-
recognized shortcomings. One of these is the fact that the observations
used to establish the calibration curves exhibit substantial scatter;
moreover, it is a difficult type of scatter to deal with. Most events fall
into a normal population on the mb yield plane, but there are occasional
outlyers that clearly belong to a different population. These events may
have anomalous coupling, be overburied, or be strongly affected by tec-
tonic release, but they obviously need to be analyzed separately from
the rest of the events. A second shortcoming is that mb is an overly
simplified measure of a seismic signal. Since mb is strongly influenced
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in the period range spanned by both the teleseismic and the near-field
data, as is shown by Lay et al. (1984). In applying the intercorrelation
technique we will use Eq. (1) to allow comparison with the near-field
results of Paper 1.

The intercorrelation procedure is presented in Fig. 1, where the
observations from the two Amchitka events LONGSHOT [OL(t)] and
MILROW (0t)] are displayed. If we have an effective source func-
tion for MILROW, M(t), we can estimate the LONGSHOT source, L(t),
by noting that, if the Green's functions, anelastic attenuation filters, and
instrument response are the same,

M(t) * OL(t) = L(t) * Oj(t) (3)

Actually, for this to work in the Amchitka case, where the depths vary
substantially, the effect of pP must be included in the source function
rather than in the propagation Green's function. That is, in this expres-
sion we assume the following:

OM(t) = [E(t) + RppE(t + At)] * [SM(t) * I(t) * Q(t)] (4)

ADE-OBSERVED SOURCE INTERCORRELATION

LNSOT MIQw

Mu NO LNGHOT

£ec

0 5 0O

Fig. 1. An illustration of how the intercorrelation procedure accounts for
waveform differences produced by the source. In the top row the LONGSHOT
observation at station ADE is convolved with the expected MILROW source
function, which includes the pP arrival and the source time function. The bot-
tom row shows convolution of the MILROW observations at ADE with the
LONGSHOT source function. The resulting signals are compared using equa-
tions (9) and (10). The waveform norm is minimized by adjusfing the P
parameters, and the amplitude norm gives the f. values. In practice this
procedure is applied to many stations simultaneously.
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by propagation and receiver effects it is necessary to rely on large numbers
of azimuthally distributed measurements to obtain a 'representative'
average. Much information about the nuclear Eource than can easily be
determined from the seismic data is neglected if mb is the sole measure-
ment used. A third problem with current practice in yield estimation is
that curves developed in one test site must be translated to new test
sites with no proof that this procedure is valid. In fact, it is suspected
that yield scaling behavior does vary from place to place. It has been
suggested in negotiations that it would be useful to prescribe regions
of the earth that are "distinct test sites". By definition, yield scaling
relations are constant within these sites.

It is reasonable to expect that a technique utilizing the complete
amplitude and waveform information contained in teleseismic P waves
should provide more robust yield estimation than attainable using mb
alone, particularly if a limited number of observations is available. Since
in most cases it is necessary to rely on data from high gain, narrowband
short-period instruments, it is very desirable to adopt a procedure that
explicitly accounts for the complex short-period propagation and receiver
effects. One such technique was proposed by Mellman and Kaufman
(1981), who developed a relative waveform inversion method that com-
pares the P waves of two nuclear events recorded at a given station.
Differences in the two observations are mapped into a simple param-
eterization of the transfer function that differs between the events. For
explosions that are similar in size and close enough in location that the
path and receiver properties are the same, the transfer function for each
event can be idealized as a spike train consisting of P and pP arrivals.
and Kaufnan (1981). Because events of very different size are analyzed,
the transfer functions we use include the source time functions as well
as the P and PP arrivals, and the procedure is applied to many stations
at the same time. This generalized procedure is called "intercorrelation."
To overcome the inherent trade-offs of the relative waveform analysis,
the results from near-field modeling are used to establish the absolute
baselines needed to completely describe the effective seismic source
functions.

The Intercorrelation Procedure
and Analysis of Amchitka Events

Since the primary purpose of this report is to appraise the use of
complete time domain waveform information for estimating seismic yield,
it is desirable to apply such analysis to events that have been extensively
studied, essentially as a test case. The three nuclear tests on Amchitka
Island (LONGSHOT, MILROW AND CANNIKIN) are an obvious choice.
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These events span a large range in yield and burial depth and were
detonated at nearby sites. They have also been the subjects of many
seismological studies, several of which have emphasized the source
characteristics of the events (e.g. von Seggem and Blandford, 1972; King
et al., 1974; Burdick et al., 1982). The most complete analysis was per-
formed by Burdick, Wallace, and Lay (1984) (hereafter referred to as
Paper 1), who performed forward modeling of near-field and teleseismic
data for the Amchitka events. The difficulties encountered in extracting
source parameters by forward modeling of the teleseismic data motivated
the development of the method presented here.

Paper 1 presented modeling of near-field P and Rayleigh wave signals
for MILROW and CANNIKIN, using a modified Haskell source model
given by:

(t) {1 - e-, t [1 + Kt + (Kt)2/ 2- B(Kt) 3 ]} (1)

where J. is the DC level source strength, K is the rise time para-
meter, and B governs the time function overshoot. Values of K and

., (with B set equal to 1) were determined. The parameters B and 0.,
trade off inversely in the high frequency near-field data, so the 0. values
found are not necessarily the actual DC source strength. A similar trade-off
exists for narrowband short-period teleseismic data. However, for a given
value of B there is a unique value of 0, that will give the correct source
spectral amplitude in the passband of the data used. To emphasize that
this is not necessarily the true DC source level, we will call the resulting
parameter 0..' where the superscript indicates the trade-off with B. To
overcome this uncertainty, long-period surface wave signals must be
analyzed simultaneously with short-period data (Lay et al., 1984).
However, it is shown below that for the Amchitka test site there is a
simple power law relation between yield and 0.' which suggest that
accurate yield estimation is possible even using narrowband data alone.

Paper 1 also showed that for the larger Amchitka events the corner
frequency parameter, K, scales with burial depth, h, and yield, Y, as
predicted by the Mueller-Murphy (1971) relation:

K = C1 h 0,42 / y 1/3 (2)

where C1 is a constant for a given test site. While the latter relation was
developed in the context of a source model for which the high frequency
asymptote fall-off is proportional to o 2, it is not surprising that it also
holds for the W 3 model given by (1). This is because the yloid-scaling
of the corner frequency is more important than the spectral decay rate
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where:

SM (t) is the actual MILROW source time function.
E (t) is the real earth response to a delta function source for

the direct P phase.
R~pE(t + At) is the real earth response to a delta function for

the reflected pP phase, where Rpp is the effective reflection coefficient
(approximately -1) from the free surface.

At is time lag representing propagation to the free surface.
* denotes temporal convolution.

Next, we arrange these operators to obtain

[E(t)+R ,E(t+At)]*SM(t) = E(t)*[SM(t)+RppSM(t+At)] (5)

We redefine the effective MILROW source M(t) as

M(t) = SM(t) + RpSM(t + At) (6)

so that

OM(t) - E(t) * M(t' * I(t) * Q(t) (7)

and similarly,

OL (t) = E(t) * L(t) * I(t)* Q(t) (8)

This assumes that the real earth respond E(t) does not vary between
the LONGSHOT and MILROW sites. Thus, by convolving the
LONGSHOT observation with the modified MILROW source, M(t), and
the MILROW observation with the modified LONGSHOT source, L (t),
we should obtain the same time series.

To appraise the intercorrelation results, two norms are used. The
first is a waveform norm given by

N= (1- CCCi) (9)

where n is the number of stations and ccci is the optimal lag normalized
cross-correlation coefficient for the i th station intercorrelation. This norm
is most sensitive to the agreement in zero crossing times between signals
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and is often used in waveform inversion techniques (e.g. Burdick and
Mellnman, 1976; Wallace et al., 1981). The second norm retains the ab-
solute amplitude information and is given by

ft

N" wi I [I,(t) 2 - Ji(t)]2 dt (10)
i t

where I (t) is the convolution of the seismogram recorded at station i
for the first event with the source function of the second event, and J()
is the convolution of the seismogram recorded at station i for the second
event with the source function for the first event. The wi are weights
applied to give uniform contribution for each station, and the integral is
performed for the optimal cross-correlation lag time. If Ii (t) and Ji (t)
have unit squared area, and wi = 1, N = 2 x Nw.Minimization of
the waveform norm gives the preferred pP parameters for each source
model and the amplitude norm is minimized for optimal values of $'

Results for Amchitka
The results of the MILROW:CANNIKIN intercorrelation are shown

in Fig. 2. An interesting result is that the optimalpP-P and jpPj / IP

o-6A PI ©.8 R'71 7 0. 75 .

;L : i $43vW uf J
t_ ___ _____

Fig. 2. The waveforms for the optimal MULROW:CANNIKIN intercorrelation.
The top trace in each pair is the MILROW observation, M,, convolved with
the CANNIKIN source, C, and the second trace is the CANNIKIN observa-
tion, C,, convolved with the MILROW source, M,. The traces are ordered
with increasing azimuth from Amchitka. The pP parameters for the case shown
arepP-p p 0.89 sc., IPPI /IPI = 0.7 forMILROW; andpP-p = 1.20se.,
IP I / IP = 1.0 for CANNIKIN. The nuabers are the normalized cross-
correlation coefficients for each pair. The effective source functions for
MILROW and CANNIKIN are shown at the bottom.



T. Lay et a. 603

parameters for CANNIKIN are nearly independent of the values assumed
for MILROW. The estimate of ' for CANNIKIN decreases as the
assumed pP I / I PI ratio for MILROW decreases. The waveform norm
does not change substantially between these models, so it is not clear
which pP parameters for MILROW are most appropriate, though the
ranges are bracketed betweenpP-P - 0.8 to 0.85 sec and IPPI / JPJ
= 0.7toO.9.WithP-P = 1.2secand IPPI/IPI = 1.0forCANNIKIN
the minimum N is obtained with pP=P = 0.85 sec and IPPI/IPI =
0.7 for MILROW; thus it could be argued that this is the optimal parameter
selection for both events for the given source parameterization. Note
that the individual normalized cross-correlation coefficients are general-
ly larger than 0.8 in Fig. 2. This indicates that both source represen-
tatives are quite accurate, and that to first order most of the waveform
differences are accounted for by the differences in source time functions
and pP interference. This is because the events are very close together
and the ray paths are similar. The results of the intercorrelation of
MILROW and LONGSHOT and CANNIKIN and LONGSHOT are com-
parable to those shown in Fig. 2.

Conclusions for Amchitka
Utilizing complete time domain waveform information to estimate

seismic yield appears to be a viable approach. Through a simple
parameterization of the explosion source time functions and pP
interference, it is possible to accurately map observations of an 80 kt
event (LONGSHOT) into a 5000 kt event (CANNIKIN). The relative
source strengths are estimated using the complete P wave signal with
emphasis on the common frequency band. Using MILROW as a reference
event, and keeping the amount of RDP overshoot the same, the source
strength of CANNIKIN is estimated as 4.0 ± 0.6 x 101 cm3, compared
with 4.5 ± 0.5 x 10" cm3 determined by near-field modeling. The
source strength of LONGSHOT is found to be 2.0 ± 0.3 x 1010 cm3.
The yield estimates obtained by waveform intercorrelation are not strongly
biased by late crustal or slapdown arrivals. It appears that relative
waveform comparison gives a less biased estimate of the yield for
LONGSHOT than that obtained by standard amplitude analysis.

Intercorrelations for Pahute Mesa
In order to provide a thorough investigation of the intercorrelation

procedure, a very large data set of WWSSN and CSN (Canadian Seismic
Network) short-period P wave recordings for NTS explosions was ana-
lyzed. Data sets were collected for the 25 Pahute Mesa explosions shown
in Fig. 3 as well as for explosions FAULTLESS (150 km north of Pahute

=':4
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Fig. 3. Top: Base map showing the locations of the 25 Pahuta Mesa explo-
sions for which teleseismic short-period P waves have been measured and
digitized. Bottom: The distribution of the 74 WWSSN and CSN stations in the
distance range 250 to 950 from the INTS from which data were collected.



T. L4y et at. 605

Mesa), COMMODORE (Yucca Flats), BILBY (Yucca Flats), and
PILEDRIVER (Climax Stock). The amplitudes were measured at each
of the 74 stations shown in Fig. 3 whenever possible, giving 1284
amplitudes for the 29 eventa, and the waveforms were manually digitized
whenever possible, yielding 1256 signals for 28 everts (BILBY was not
digitized). Because all of the events considered occu-red prior to 1976,
relatively little digital data was available for teleseisr-iic stations, though
we have found that the intercorrelation procedure can readily be applied
to LRSM recordings from several of these events. The motivations for
analyzing large data sets for each event are clear. Short-period P waves
are notorious for rapid amplitude fluctuations and variable coda complexity,
thus large data bases are required to provide stable results. It is also
very desirable to inspect azimuthal and distance-dependent patterns in
amplitudes and waveforms. These hold the key to understanding source
effects, including tectonic release, near source velocity structure, and
pP and slapdown interactions.

The results of the Amchitka intercorrelation study depended on a
study of the Amchitka near field data (Paper 1) to establish some of the
source parameters. An analogous near field study was performed for
Pahute Mesa by Hartzell et al. (1983). This study provides enough in-
formation about some of the Pahute Mesa tests to allow intercorrelation
to be accurate. Events whose properties are constrained by near field
data are called "master events." The source parameters of an unknown
event are only constrained relative to the master event. The four master
events considered in the Pahute Mesa study were SCOTCH, BOXCAR,
INLET and MAST.

The results of the Pahute Mesa yield estimation study are presented
in Table 1. Since we wish to establish our technique as a superior
for yield estimation, we estimated the yields of the events we si d
both using amplitude information alone and using intercorrelatk
amplitude measure we adopted for use -, our analysis was the first,
to-first-trough or ab amplitude. For all of the events considered the a,
parent pP delay times are 0.7 sec or greater, and thus the ab amplitude
is generally a measure of direct P alone. We began by correcting each
of the 1284 amplitude measurements for geometric spreading and 'i-
tion gain. Because different sets of stations were available for each eve.it,
it was necessary to develop station correction factors. We did so follow-
ing the procedure given in Butler and Ruff (1980). The observed amplitude
at each station for a given event was multiplied by the appropriate cor-
rection factor and the results averaged to obtain the mean amplitude A
for that event. To obtain yield estinate from these averages, the an-
nounced yields for four Pahute Mesa events SCOTCH (155 kt),
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Table 1. Yield Esthnates

From Dahhmam an Mastv r Event

Announced Amplitudes Isrelson SCOTCH BOXCAR INLET MAST Combined

PIP 113 82 63 85 100 86 82
STIN 126 160 98 112 120 126 113
SCO 155 152 140 152 153 150 149 151
PUR 193 150 137 162 175 153 156
RIC 265 300 152 198 250 203 199
STIL 276 275 173 212 223 222 206
EST 332 350 231 348 342 349 316
INL 387 500 294 285 480 315 340
SLE 404 260 245 279 299 252 267
CHE 448 350 269 324 333 340 316
PO0 467 500 336 462 479 409 420
TYB 467 380 441 460 481 386 440
MAS 502 520 508 384 454 579 479
HAL 504 450 438 443 452 421 436
ALM 804 570 697 674 770 690 705
CAM 949 750 783 830 961 1003 896
GRE 870 958 830 928 948 1001 1069 987
MUE 1138 600 976 894 1157 1133 1040
JOR 1144 700 1118 1244 1180 1097 1160
KAS 1144 1200 1006 1033 1244 1272 1143
BOX 1300 1162 1000 1086 1216 1044 1131 1120
BEN 1150 1192 1000 1315 1146 1285 1116 1205
FON 1257 900 775 1106 1180 968 1018
COL 1492 900 938 1262 1250 1087 1141
HAN 1806 1900 1858 1753 1952 1766 1831

FAU 1200 1437 1093 1240 983 1207
COM 250 282 142 296 245 238
PIL 56 185 59 95 106 91

GREELEY (870 kt), BENHAM (1150 kt), and BOXCAR (1300 kt) were
used to determine a linear relation between log A and log Y. The yield
estimates resulting from this procedure are listed in Table 1 along with
those presented by Dahlman and Israelson (1976).

Yield estimation through intercorrelation analysis was accomplished
at Pahute in much the same way that it was at Amchitka. Each of the
4 master events studied by Hartzell et at. (1983) was used to estimate
relative values of the pP parameters and , ' of all of the events under
consideration. The value of B in Eq. (1) was fixed at 1.0 and values for
K were estimated from an empirical relationship between near-field
measurements of K and the average teleseismic amplitude A. The
waveform norm was used to define the optimal pP parameters and the
amplitude norm was used to define '. Typical results from the inter-
correlations are shown in Figs. 4 through 7. Final yield estimates were
obtained by regressing the 0',' estimates on the Pahute events with
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SCOTCH GREELEY
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Fig. 4. Intercorrelation of SCOTCH and GREELEY. K =10 for SCOTCH and
7.5 for GREELEY. The normalized cross-correlation coefficients for each sta-
tion are shown below each trace pair. The effctive source fumctions ae shown
on the right.

"-ET-G&ELEY T ~

Fig. 5. Intercorrelation of UfILET and GREELEY. K u 9 for INLET and 7.5
for GREELEY. The normalized cross-correlation coefficients for each station
are shown below each trace pair, The effective somrace finctions are shown
on the right.
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Fig. 6. Intercorrelation of BOXCAR and GREELEY. K = 7 for BOXCAR and
7.5 for GREELEY. The normalized cross-correlation coefficients for each sta-
tion are shown below eac trace pair. The effective source functions ae ehown
on the right.
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Fig, 7. Intercorrelation of MAST Skid GREELEY. K = t6 for MAST and 7.5
for GREELEY. The normalized cross-correlation coefficients for each station
are shown below each traace pair. The effective source functions are shown
on the right.
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announced yields. This was done separately for each master event and
for a combined data set. The results are given in Table 1.

Pahute Mesa as a Distinct Test Site
Up to this point we have emphasized the Pahute Mesa resWts, since

90% of our data is for those events. In both the ampitud,.: and intercor-
relation analyses, we treated FAULTLESS, PILE1)DRVER, COM-
MODORE, and BILBY as though they were additional Pahute Mesa
events, just as you would initially treat Soviet events close to but out-
side a well-studied test site. We found that the intercorrelation results gave
large residual waveform mismatches for COMMODORE and
PILEDRIVER and anomalous PP amplitudes for COMMODORE.
FAULTLESS generally intercorrelated well, and the yields were pretty
successfully predicted for all three events, despite these problems. The
latter result appears to be rather fortuitous, for very large amplitude scat-
ter was found for each intercorrelation. The waveform variations accom-
panying these amplitude patterns are also quite dramatic. The poor cor-
relations obtained when intercorrelating Pahute Mesa events and
PILEDRIVER and COMMODORE result from the clear waveform dif-
ferences which appear at certain azimuths.

Conclusions
This project has been concerned with developing the intercorrela-

tion technique to provide a means for estimating yield and identifying
anomalous events and distinct test sites. A fundamental question is
whether or not teleseisnic, narrowband short-period recordings contain
more useful information than just an amplitude sample. Clearly, scatter-
ing and receiver effects are dramatic, but the two studies presented in
this report indicate that if a reasonable approach is adopted there is much
information to be gleaned from using complete waveform information.
Establishing exactly what is deterministic and what is not in these signals
is difficult, and this report probably represents the biggest effort to date
to address this question. An encouraging outcome is that when the in-
tercorrelation process has worked poorly, indicating an anomalous event,
there have been readily apparent waveform anomalies in the original data.
Results with different master events have proved relatively consistent
and stable.

This study is in many ways a preliminary investigation and as addi-
tional near-field modeling is performed additional master event analyses
will be possible. Detailed consideration of the azimuthal and distance
dependence of the individual station intercorrelations shows promise of
increasing our understanding of pP and spall behavior as well as possible

a-
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contamination by tectonic release. The latter possibility has increased
in plausibility given the recent demonstrations of high stress drop tec-
tonic release.

The 0. estimates provided by the intercorrelation process can be
used to predict yields, though a complete appraisal of their success is
not possible with the few announced yields. Relative amplitudes that are
free of pP contamination, as are the ab amplitudes for Pahute Mesa events,
give similar relative estimates of event size. Further work is ongoing
to appraise whether the intercorrelation estimates are superior to those
obtained by mb analysis of the same data set.

In summary, the use of the analytic comparisons of complete
waveform information shows much promise for improving our understand-
ing of underground explosion radiation and short-period wave propaga-
tion. The technique provides quantitative measures of the similarity of
explosions and can be utilized to define anomalous events as well as distinct
test sites.
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Study of Magnitudes, Seismicity and
Earthquake Detectability Using a Global Network

Frode Ringdal

Summary
Based on 10 years of observations reported in the ISC bulletins

(1971-1980), mb magnitudes for about 70000 earthquakes have been recom-
puted using a maximum-likelihood estimation technique. Reportings from a
network of 115 globally distributed stations were used in these calculations.
Comparison to conventional mb estimates show that the network magnitud
bias problem is quite sigmficant at low and intermediate magnitudes. Recur-
rence statistics based on the revised mb estiates give b-values consistent with
those obtained from LASA and NORSAR data, and indicate that the number
of earthquakes worldwide of Mnb a 4.0 averages about 7500 annually. The
teleseisinic detection capability of the neturk (requiring at least four detecting
stations) has been estimated based on recurrence statistics. The estimated 90%
incremental mb threshold ranges from 3.9-4.5 in the northern hemisphere,
and from 4.2-4.8 in the southern hemiphere. This is consistent with results
obtained by the "Networth" approach.

Introduction
The problem of bias in magnitudes estimated by a network of stations

has been addressed in a number of investigations, eg., Husebye et al. (1974),
Ringdal (1976), Evernden and Kohler (1976), Chinnery (1978), Christof-
fersson (1980), Elvers (1980) and Clark (1983). Most of these studies have
concluded that the bias problem is indeed significant, especially at low
magnitudes. The maximum-likelihood estimation technique descnbed by
Ringdal (1976) and Christoffersson (1980) has been shown to reduce the
bias significantly. In this paper, this method is adapted to a global network
of the type reporting to the International Seismological Centre (ISC), and
is applied to 10 years of ISC data (1971-1980). The revised magnitudes
thus obtained are compared to those obtained through conventional estimation
techriques, and are also used to develop seismicity recurrence relations
and to estimate network detection capability.
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Method
The basic model used in this paper has previously been described in

detail by Ringdal (1976) and Christoffersson (1980). For a seismic network
of N stations, let g (i= 1,2,..., N) denote the P-wave detection threshold
in terms of log (A/T) of the ith station. Furthennore, for a set of M seismic
events of unknown "true" body wave magnitudes (I -- 1,2.... M) let
y,, denote the P-wave signal level in terms of log (A 7T) at the ith sta-
tion for the jth event. Here, as customary, A/T denotes zero-to-peak
amplitude (nanometers) divided by signal period (seconds).

We assume that g, and yi, can be considered as sampled from normal
(Gaussian) distributions as follows:

gi- N(Gi, -fi) (1)

Yij - N(Aj - j+ BUio) (2)

Here:

G, is the average station detection threshold in terms of log (AlT),
Q,, is the Gutenberg-Richter (1956) distance-depth correction factor,
B, is the average station magnitude bias,
yi and a, are standard deviations within the distributions.

For the jth event we will, for the purpose of magnitude estimation,
consider only the subset of stations within the distance range 21-100 degrees.
This is in accordance with procedures employed by the ISC. Based on ac-
tual ISC reportings, the stations are then further classified into three groups:

A: Stations reporting a P-detection with an associated log (A/T) value
(Oi),

Bj :Stations reporting a P-detection with no associated log (A!T),
Cj Stations not reporting a P-detection for the event.

For group C,, the reasons for not reporting at all could be either that
the signal was too weak to be detected, or that the station was inoperative
at the particular time. Since we do not have access to the station opera-
tions records, it is necessary to treat this problem statistically, as was also
done by Ringdal et al. (1977). Thus, we will denote by P. the probability
that the ith station was inoperative for the jth event, given nondetection
at that station.
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Using a procedure similar to that described by Ringdal (1976), we can
now derive a likelihood function L(ju,) corresponding to the actually observ-
ed pattern of detections, nondetections and reported log (A/ T) values for
the jith event, given that its true magnitude is uj:

= I ~ IIh,,%A) fl [1 - P,[Ii hVj(i)] (3)
iCA te, icj

where

1 ( #y Aj- (y V + Qjj- B ) (4)

S + 1i-(G..i- B)

Here, p and 4) denote the standard normal probability density and
cumulative distribution functions, respectively.

The maximum likelihood estimate of the event magnitude aj is ob-
tained through numerically maximizing the lielhood function (3). However,
before applying this procedure it is necessary to estimate the station
parameters Gi, Bi, o,. -yi as well as the probability P1j.

Estimates of Gi and "yi for each station can be obtained through the
procedure developed by Kelly and Lacoss (1969). The parameters B, and
ai will be estimated using the procedure of North (1977).

In order to estimate the probabilities PJi, it is necessary to introduce
some simplifying assumptions. Thus, we will assume that the a priofi pro-
bability of any station being inoperative is a constant value P. Further-
more, for the jth event, we will assume that all nondetecting stations have
the same probability of being inoperative, i.e. P,, = Pi. Let us for the jth
event denote by N the total number of network stations (within 21-100)
and by K- the number of these that did not report. We then set:

= j { I/ if MP<K

othe=wise (6)

Note that the larger the event, (i.e., the more stations that report),
the more likely it becomes that a given nonreporting station is actually



614 Std of mQUmts, seism and Eamrtqke ...

inoperative. The above procedure has the effect of adjusting the probability
P so that the conditional expectation of the number of inoperative sta-
tions (1Pj) matches as closely as possible the a prion" expectation (AP).

Station Data
The data base for this study consisted of the ISC reportings for the

10 year period 1971-1980. At any given time M this period, a typical number
of about 1000 seismic stations reported observations to the ISC. An in-
vestigation of the station reports confirmed the conclusions of North (1977),
who analyzed similar data for the period 1964-1973. Thus, the large ma-
jority of stations contribute very few observations, in particular of log(A/T),
and would thus be of little use in this study.

For the purpose of magnitude estimation, we found it desirable to
select a sub-network of about 100 globally distnbuted stations. The following
basic criteria were applied:

(a) Consistent reporting, preferably over the entire 10 year

period

(b) High detectability, i.e., a large number of teleseismic reports

(c) A sufficient number of log (A IT) reports to estimate sta-
tion parameters

(d) Adequate geographical distribution.

Clearly, these criteria were sometimes in conflict. For example, several
very sensitive stations, e.g., the large LASA array and some VELA ar-
rays, were only operational for part of the time period, but they were,
nevertheless, selected. Also, the requirements were made less strict for
stations in the southern hemisphere in order to improve geographical
coverage. Still, only a few useful stations could be found in Africa and South
America. In the end, a total of 115 stations were selected, as listed in
Table 1. At any time during the 10 years, about 100 of these were in ac-
tual operation.

Table 1 also summarizes estimates of the parameters Gi, 7i, Bi and
o, based on the procedures mentioned in the previous section. We note
that in applying the Kefly-Lacoss (1969) procedure, a constrained value of
# = 2.0 was used. As shown by Chinnery and Lacoss (1976) such a con-
straint will have little effect on the estimated thresholds, but it serves to
reduce the number of variables in the estimation procedure.

We further note that some stations reported log(A /T) for a low pro-
portion of their detections. It is dearly possible that their detection threshold
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Bution Pa-ameters Station Parameters
Code Cod-

G 7 B # G f 9 a '
o 1.7 0.23 0.22 0.42 KRP 1.71 018 0.43 0.36

A 8 a 0 .21 -0.10 0.30 KTG 1.00 0.25 -0.07 029
ALQ 0.78 0.24 -020 0.33 LAO 0.43 0.25 0.04 0.35
ARE 1.33 0.15 0.17 0.32 LEM 1.48 0.15 0.11 0.39
ASP 1,34 0.31 0.09 0.39 LOR 0.89 0.25 -0.08 0.33
BAG 1.73 0,17 0.26 0.32 LPB 1.17 0.21 0.18 0.35
91F 1.07 0.1 0.11 0.35 LPS 1.18 0.18 0.32 0.38
BOW 0.71 0,2 -0.15 0.35 IMO 0.87 0.16 -0.11 0.37
BHA 0.76 0.08 -0.25 032 MAT 1.15 0,19 -0.01 0.38!
NI 1.4 0.38 0.06 0,34 MAW 1.18 0.27 0.04 0.31
an 1,2 0.19 0.38 0.33 MBC 0.75 0.28 0.09 0.35
BLC 1.02 0.21 0.21 0.29 1IR 1.48 0.15 0.22 0.33
B10 0.30 a17 -0.28 0.35 MNG 1.44 0.22 0.11 0,39
BXG 0.75 a 18 0.01 0.41 MOX 0.98 0.12 0.07 0.25
BOD 1.01 0.12 -0.02 0.34 MOY 1.22 0.14 0.12 0.29
BUL 0.83 0. 0 -0.05 0.29 US0 0.97 0.22 -0.08 0.44
CAN 1.52 0.22 0.11 0.31 WTD 0.82 0.08 -0.12 0.30
CAR 1.45 0.13 0.14 0.40 MTN 1.28 0.24 -0,08 0.38
CHG 1.00 0.23 -0.08 0.38 MUN 1.69 0.24 0.19 0.36
CIR 77 0.07 -0.24 0.30 NAO 0.37 0.24 -0.10 0.33
CLK 0.81 0.08 -0.24 0.29 NDI 1.57 0.24 0.30 0.38
CLL 07 0.10 0.18 0.28 NEW 0.94 0.23 -0.07 0.39
COL 0.87 0.12 0.07 0.34 NUR 0.98 0.17 0.11 0.46
CP0 0.8 0.16 -0.02 0.35 NVL 1.47 0.30 0.23 0.35
CTA 1.23 0.2D 0.07 0.39 OBN 1.33 0.17 0.39 0.33
DAG M.92 0.15 0.08 0.32 PET 1.81 0.22 0.24 0.36
DUG a95 0.28 -0,04 0.31 PUG 1.70 0.16 0.27 0.38
EDM 1.25 0.11 0.43 0.28 PUR 0.97 0.25 -0.11 0.39
ECA 1.04 0.26 0. 0.29 PNS 1.15 0.23 011 0.50
ELT 1.16 0.M 0.15 0.34 PO0 i.50 0.18 0.19 0.35
RUR 0.54 029 -0.3 0.47 PPI 1.48 018 0.08 0.41
Fn (L91 a2 0.09 0.30 PRE 0.93 0.09 -0.08 0.40
FRB 1.25 0.14 0.37 0.29 PSI 1.14 0,11 -0.02 0.38
FRP 2.39 0.13 0.35 0.33 QUE 1.13 0,18 0.21 0.46
FVM 1.23 0.29 0.25 043 RAB 1.90 0.21 0.37 0.43
GRA 1.03 029 -0.07 0.42 RES 0.81 0.15 0.04 033
GDH 1.28 0.29 -0.05 0.30 SCH 1.48 0.28 0.27 0.34
GRF 1.20 0.26 0.25 0.28 SES 1,31 0.13 0.42 0.28
GRR 1.06 0. 0.04 0.26 SHL 1.48 0.13 0.22 0.33
GUA 2.18 0.25 0,43 0.40 SJG 1.50 0.18 0.19 0.35
HFS 0SO 0.22 0.13 0.35 SPA 1.21 0.31 0.18 0.37
HYB 1.37 0.17 0.25 0.32 STK 1.56 0.22 0.27 0.38
ILT 1.09 0.17 0.08 0.32 SVE 1.37 0.19 0.37 0.31
[MA 0.93 0.24 -0.18 0.3 TIK 0.99 0.20 0.03 0.37
INK 1.08 0.10 0.25 0.29 TOO 1.50 0.23 0.13 0.36
[PH 1.34 0.13 0.10 0.36 TPT 1.60 0.24 0.09 0.34
IRK 1.17 0.19 -0.03 0.31 TUC 0.92 0.27 -0.17 0.32
JAY 1.70 0.07 0.15 0.41 TUL 1.03 0.23 0.21 0.34
KBL 1.09 0.18 0.15 0.30 TUP 0.78 0.12 -0.35 0.40
KBS 1.35 0.14 0.12 0.32 WVO 1.80 0.22 0.19 0.29
KEV 1.01 0.11 0.05 0.31 UBO 0,42 0.25 -0.13 0.38
KHC 0.68 0.20 0.03 0.20 UPP 1.38 0.09 0.80 0.33
(HE 1.53 0.21 0.37 0.31 WRA 0.71 0.28 -0.20 0.44

KHO 1.69 023 0.58 0.35 YAK 1.63 0.20 0.43 0.34
KIR 1.38 0.09 0.81 0.25 YKC 0.99 0.18 0.08 0.34
[F 0.92 0.10 0.16 0.28 YSS 1.40 0,19 0.20 0,41
KOD 1.33 0.19 0.18 0.35 ZAK 0,80 0.18 -0.11 0.33
IRA 1.34 0.13 0.321 0.29 1

Table 1. Estimates of the parameters G, yi, B,, and o; as defined in the text
for the 115 seismic stations selected for this study. Each station is identified
by its station code as used by the ISC.
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thus is sifficantly lower than their threshold for reporting log (A IT).
This possibility was investigated for each station by comparing the average
ISC event mb for the total set of reported detections with the average
mb for the subset for which log (A /T) was reported. As a first order
approximation, we then adjusted the estimated threshold according to the
difference between these mb values.

It should be observed that for some of the most sensitive stations,
in particular some arrays, many of their reported detections are not
associated with detected events in the ISC bulletin. Thus, the thresholds
of Table 1 will be too high in these cases. In practice, this will make little
difference in the maximum likelihood procedure since non-detections by
these stations for ISC-reported events is usually due to the stations be-
ing inoperative. For array stations, we also note that reportings by sub-
arrays, or associated stations, in some cases replaced the full array
reporting.

Magnitude Estimation Results
The previously described method and station network was applied

to obtain maximum likelihood mb estimates for ISC-reported events dur-
ing 1971-1980. Known and presumed explosions were removed from the
data set so as not to bias the seismicity estimates. Furthermore, we
restricted the data base to only those events which were reported by at
least 4 stations of the 115 station network, and which had at least one
detection in the distance range 21-100 degrees.

Since our network included most of the better stations reporting to
the ISC, the resulting total of about 70,000 events comprised nearly all
those events for which any teleseismic reports were included in the ISC
bulletins. However, it should be noted that these bulletins also include
a large number of events reported by local stations only.

To simplify the calculations, we used in (3) constant values of
a, = 0.35 and -y, = 0.20, corresponding to the average values over all
network stations (Table 1). Furthermore, based on reporting statistics
for the largest events, we found a value of P = 0.15 to be typical of the
average down time of the stations. Simulation experiments showed that
a very accurate value of P was not critically important, thus there was
no reason to introduce variable P-values, e.g., depending upon year and
epicentral region.

Figure I shows the resulting frequency-magnitude statistics for shallow
events (depth < 60 kin) globally. For comparison, similar statistics are
also plotted using the magnitude estimation procedure currently employed
by the iSC (i.e., averaging observed station magnitudes for all events with
at least one og(A IT) report). The large difference in b-values (b = 0.90 vs.
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Fig. 1. Incremental recurrence statistics for shallow events (averaged per
year), (a) using conventional mb (one or more station observations) and
(b)) using maxzimum-likelihood mb. The dotted lines indicate the fit of the
Kelly-Lacoss model. Note the significant difference in slopes between the two
casies.
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b - 1.40) illustrates the statistical bias resulting from using conventional
magnitude estimation.

Figure 1 is quite similar to those obtained when comparing ISC
magnitudes to magnitudes reported by sensitive array stations. (Chin-
nery, 1978, Ringdal and Husebye, 1982). Average b-values obtained from
array data fur large epicentral regions are typically in the range 0.8-1.0,
as demonstrated e.g., for LASA, b - 0.84 (Dean, 1972), for NORSAR
b - 0.83 (Bungum and Husebye, 1974) and for the VELA arrays, b - 0.93
(Chinnery, 1978). Thus, the results using maximum-likelihood estimation
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Fig. 2. Incremental recurrence statistics averaged annually for (a) shallow,
(b) intermediate and (c) deep earthquakes globally, using maximum-likelihood
mb estimates.
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are in good agreement with array studies. However, it must be realized
that b-values can show significant regional variations (Evemden, 1970),
and considerable caution in interpreting these data is therefore required.

Figures 2 and 3 show incremental and cumulative statistics, respec-
tively, averaged annually for shallow, intermediate and deep earthquakes.
The slopes are approximately parallel, and have in the plots been con-
strained to the same value. The best-fitting cumulative relationship can
be expressed as follows:
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Fia. 3. Cumulativ#- recurrence statistics averaged annually for (a) shallow,(b) intermediate and (c) deep earthquake: globally, using maxmu-likelih !
mb estimates.
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log1o(N,) = 7.33 - 0.90 mb D :_ 60 km (7)

log1o(N c ) = 6.85 - 0.90 mb  60 km < D _ 300 km (8)

logj0(N c) = 6.13 - 0.90 mb D > 300 km (9)

Here, N, denotes the cumulative number of earthquakes, and D
denotes depth of focus as given by the ISC. Thus, about 70% of global
earthquakes are shallow, 25% of intermediate depth and 5% deep. The
estimated average annual number of earthquakes globally is about 7500
above mb = 4.0, and the number ranges between 6000 and 9000 for in-
dividual years within the ten year period.

The distribution of estimated mb bias values compared to conventional
mb estimation is illustrated in Figs. 4 and 5. In most cases , conventional
mb values are biased high by between 0.0 and 0.5 units. Figure 5 shows
that the bias problem is most significant at intermediate magnitudes. As
expected, the bias values decrease somewhat when three or more sta-
tion reports are required for mb determination, but are even then
significant.

At high magnitudes, our approach gives essentially the same mb
values as those of the ISC. Thus, we have not taken into account the
possibility of bias introduced by clipping of strong signals at some stations
for such events (Chinnery, 1978, von Seggern and Rivers, 1978). While

8000

6000 -

0)

b 4000 -

.0

E
Z 2000

-0.5 0.0 05 1.0 1.5
m. (ISC) - m b (MLE)

Fig. 4. Distribution of differences between conventional mb and maximum-
likelihood mb. The filled columns correspond to requiring at least three
observations in the conventional estimates,
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Fig. 5. Average mb differences (as in Fig. 4) shown as a function of
maximum-likelihood mb. Note that the bias is most pronounced at in-
termediate magnitudes.

this problem is important in many contexts, it would not significantly in-
fluence the seismicity statistics and detectability estimates in this study.

Earthquake Detectability
Based on the estimated magnitude data, an attempt was made to

estimate the global teleseismic detectability of shallow events for the 115

station network. For this purpose a regional subdivision of the earth in
grids of 15 x 15 degrees was made, and recurrence statistics for observed
shallow earthquakes were considered within each grid area. The method
of Kelly and Lacoss (1969) was then used to obtain detectability estimates
for regions with sufficient number of observations, and approximate con-
tours were drawn corresponding to these estimates.

Figure 6 shows the results for 90% incremental probability of detec-
tion at at least four stations. It is seen that the threshold vary from better
than mrn = 4.2 over much of the northern hemisphere to mb = 4.6 or
higher in parts of the southern hemisphere. It must be noted that a con-
siderable amount of smoothing and interpolation was necessary in generating
Fig. 6, and very detailed interpretation of these contours should therefore
be avoided.

For comparison, the "Networth" approach (Wirth, 1970) was also
applied to the network, using the threshold values of Table 1. The results



622 Srudy of MVndudeS,. S sMiy and Ealhquake ...
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,'PA:. _P .
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4.44

4.6 
"4

4.6

Fig. 6. Contours corresponding to 90% incremental probability of detection
at at least 4 stations of the network, requiring at least 1 teleseismic detec-
tion. This figure is based on observed recurrence statistics using maximum-
likelihood mb.

are shown in Fig. 7, and can be seen to be in good agreement with those
of Fig. 6. The actually observed differences are considered to be within
the uncertainty limits of the estimation procedures employed.
In some earlier studies, e.g., the report CCD/558, theoretical detection
capabilities of global networks were found to be inconsistent with actually
reported magnitude data. It would appear that this inconsistency has been
largely due to the network magnitude bias problem inherent in conven-
tional magnitude estimation technuiques.

The thresholds estimated in this paper relate to average operating con-
ditions of the global network. Under special circumstances, the actual
thresholds might be different, e.g., the thresholds would be higher im-
mediately after a large earthquake and during a major aftershock sequence.
For this reason, the estimated seismicity levels must also be interpreted
with some caution.

As expressed by Ringdal (1976), the maximum-likelihood procedure
ideally requires actual measurements of threshold levels at all nondetec-
ting stations for any given event. The statistical approach to thresholds
and station downtimes used here, has been chosen for practical reasons.
However, it has been found by Ringdal (1976) and Christoffersson (1980)
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that even under very unfavorable circumstances, i.e., during a large after-
shock sequence, the main mum likelihood procedure, using estimated
thresholds, produces acceptable results. Thus, while some individual
events, in particular those occuring closely after a large earthquake would
be affected by occasional errors in the thresholds, the effect on the total
earthquake statistics should be insignificant.
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An Adaptive ARMA TRAPS for
Seismic Event Detection,

Location and Classification

Bonnie Schnitta-Israel

Summary
TRAPS is a three-stage process. Stage One is a hybrid adaptive filter

which is mathematically designed to achieve noise elimination en each phone.
The output of Stage One is then beamformed and input into Stage Two, an
adaptive process which performs signal enhancement. Stage Three of TRAPS
calculates the range and beating of the detected event. The main objective of
the research effort was to detelop atensions to TRAPS for the express pur-
pose of improving TRAPS for nuclear monitouing applications.

The original TRAPS used a contentional beamformer. While the ortignal
TRAPS is supeior to an adaptive beamforner (AB), an AB strutegically place4d
between TRAPS' first two stages was analyzed for its differential gain over
the original TRAPS. This was the first task of the contract.

The second task of the contract was to incorporate into TRAPS relevant
background noise statistics. Consequently, a sophisticated slaved algorithm
was built into Stage One of TRAPS so as to make it more capable of dealing
with background noise while simultaneously preventing signal cancellation.
Also, the original adaptive AR model of TRAPS was upgraded to an adap-
tive ARMA (AutoRegressive Moving Average) model to ascertain improved
spectral estimation in a low SNR environment, while maintaining real time
processing criteria. Additionally, the order and adaptation time of Stages One
and Two of TRAPS were vaied so that each stage t6s tailored to the statistics
of either the noise or the signal.

The third task of the contract was to characterize the signal to facilitate
automatic event identification. For this purpose the resultant parameters, in-
nate to TRAPS and their related migration, were analyzed as an alternate
mode of observing and detecting appropiate wave fronts.

Earth heterogeneities, scattering at the source, etc., all contribute to
difficulties in meeting the detection, location and classification objectives of
the Comprehensive Test Ban Treaty. In combination with the quest for
improved detection and classification capability is the need to develop an



626 Transwiw Acohstic Procwasing Systems (TRAPS)

automatic processing system which minimizes not only the false alarm rate
of the system itself, but minimizes errors that result from various aspects
of human intervention.

The blanket objective of the research described in this paper was to
address the above stated issues by means of tailoring a 3-stage processing
system, termed TRAPS, developed by Bonnie Schnitta-Israel (see Fig. 1
and Ref. 1) to the nuclear monitoring application. This broad statement was
broken down into 4 specific Tasks. The work on these 4 Tasks for the
past /4 year and the conclusion to the work will be discussed in this paper.

The original TRAPS, which succeeded in doubling the range of detec-
tion in a previous seismic study (1), contained a conventional beamformer
between Stage One and Stage Two of TRAPS. The first Task was thus
to ascertain the most effective method of incorporating an adaptive beam-
former into TRAPS and determining the processing gain achieved. Figure 2
presents the effectiveness of the original TRAPS, TRAPS with an adap-
tive beamfformer and other conventional spectral estimators evaluated by
means of a normalized frequency resolution procedure (2).

The goal of Task 2 was to analyze the environment within which TRAPS
was to function. The knowledge of the relevant background noise statistics
then gained by this study inspired the formulation of two algorithm

-# "t' 4.} 0 ald m /g.Ia1r

/1

Jem de-aq

- ~ ~ ~ ~ ~ '" '4mnnwe~l kh and Cia,,Icahn
* ~ gp.q Y 2LP

I- Stage N w ailinhltn 2- Slag.: Signal mnhancarnant 3 Sta " Flange tastig and l1alusft.lo

Fig. 1. TRAPS I TRansient Acoustic Processing System) Original and
algorithm improvements resulting from (% year) contract F49620-83-C-0137.
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refinements. The first change to TRAPS was influenced by the knowledge
that the ARMA (AutoRegressive Moving Average) model often provides
better spectral estirmtes than the specialized AR model (3). Thus, the original
adaptive AR model of TRAPS was transformed to an adaptive ARMA model,
which could provide source paranmeterization improvement in a low SNR

f, = 4Hz
f= 6 HZ

Averaged periodogramn
all SNRs

.AdajptIVe AR, -40dB SNR

~-Chen AB/AR -40dB SNR
0\ 00 133C

11E

Cc Widrow AOIAR, -40dB SNR

~ TRAPS with Widrow AS,
3 ~ -4OdB SNR

_0

E

0 AR PSD, 0 dB SNR

Adpive AR, 20 dB SNR

0 1 1 1 -I
0 10 20 30 40 50 60
M. Number of autocorrelation lags or data point
AR and averaged periodogram resolution

Fig. 2. Results of adaptive beamformer (AB) frequency resolution evaluation.
Note that a smaller R denotes imiproved resolution.
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environment, while maintaining real time processing criteria. To be ableto meet such a criteria the following adaptive ARMA model was developedby the author. First the ARMA model is rewritten in two stages as folows:

P
1: e(n) m x(n) - r aix(n-i) (1)

i=O

and

q

EI: bjW(n-i) = e(n) (2)
i=O

in which x(n) and W(n) are taken to be the excitation and response time
series, respectively.

An estimate, P(n), for the series e(n) is init provided, using an adap-tive filter (1). This method cites that the coefficients of Eqn. 1 vary fromone sample to the next at a rate, A. The adaptive filter constructs a se-quence of coefficient {aj(n)}, which converge to the true coefficients as
n - ao, such that

pai(n) = ai(n-1) _ #* E ai(n -1)x(n -l-I x(n-j-1) (3)

This then allows : (n) to be calculated as

i(n) = a a3(n) x(n-j), (4)
j=1

allowing the estimate, e^(n), to be given by

x(n) x(n) - 1(n) (5)
We now estinate b, and W(n) as those values 9i, (n) which minimize

the total squared error:

~ F,(tW~~()2 (6)
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Subject to the constraints

" P=O

Rp(n) E W(n-i)W(m-p-i) -
= i--o0 1 :p S s fm (7)

where C is an arbitrary constraint, and

q
Fn (b, W) E biW(n-i) (8)

i=O

We now recast these equations into a form suitable for numerical
treatment.

Suppose that at time 4, = nAt we have observed (estimate) e(n). (We
drop the "^-" s for notational convenience.) We compute F from a backward
sum

q

Fnk = E b(i+l)W(n-k-i) (9)
i=O

where k=0... N (n > N)
and b (i + 1) bi

W(n-k-i) = W._k-i (n>k+i) (10)

are FORTRAN arrays representing the unknowns. We represent these
unknowns jointly as (at epoch n)

W(n-m+l) m :_ s
(11)

b(m-s) M > s

where 1 s m :s s + q + 1

s is the number of unknown W
q + 1 is the number of unknown b
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We write our problem (at epoch n) as

{E (F,-k()-e.-k)2 + p Xp(Rp-C6po) 0 (12)

where Xp are Lagrange multipliers.
The normal equations are:

2 E [(F-k -e,-k) L -k+ EXP 8)? _I = 0 (13)

Rp Q) = C6p 0  (14)

These equations must be solved for t (using the constraints to get ) ),
but are nonlinear. We use the Gauss-Newton iteration method which ig-nores certain second derivatives to obtain

r'F.-k Fn -k + IP ( +

p~oo OanhO
s-iE(F-k em-k) "k

+ S- +ii)

+ x I (i5)
P05

where i refers to the iteration number.
And the constraints are linearized to

-1 - R (16)

t at)

This matrix equation is solved. And the results are used to update theiterates
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n+1 = ,, + A, etc. (17)

The second refinement addressed in Task 2 was the signal cancella-
tion phenomena, which is a consequence of adaptive interaction between
the desired signal and interference. As a result, a sophisticated slaved
algorithm based on previous work by Duvall (4) was built into Stage One
of TRAPS. Additionally, the order of Stage One and Two of TRAPS were
varied to best handle the respective noise or signal statistics. The influence
of a possible different adaptation time for each phone in Stage One was
studied for its ability to remove bias in the data. Initial results were excellent.

The purpose of Task 3 was to decrease the false alarm rate of TRAPS
and to enhance FK space definition by means of a signal characterization
mode. In order to demonstrate the logic for the direction taken in Task 3
attention should be given to the fact that the ARMA coefficients, poles and
zeroes of the process, etc. completely determine the shape of the power
spectrum. The supposition that these parameters characterize an event is
a valid one (5-6). The similarity of one event to another for this research
project was identified by comparing the parameters for each event innate
to Stage 2 of TRAPS. How "close" the signature of one set of coefficients
is to the signature of a reference set was made by comparing the weighted
linear prediction error residual (WLPR) resulting from each set. These
WLPR's then served as input to a combined statistical/structural classifica-
tion system. The purpose of the classification was twofold. First, such a
pattern recognition algorithm (PRA) would be able to discriminate between
various types of explosions and earthquakes. Also, the information, resulting
from the PRA in an iterative mode with TRAPS, isolated and then classified
the various waves of an event despite "missing" data, thus enhancing the
range and bearing estimate. Once confirmation was made of the validity
of the technique, the PRA was extended to identify phase irregularities that
characterize a field.

Each innovational refinement to TRAPS was first evaluated on simula-
tions. Once the intrinsic properties of each solution were identified, a revised
TRAPS was created. Initial results on a small data base showed the revised
TRAPS to have a 15% accuracy improvement over the original TRAPS
in location ability. A larger data base is presently being used to produce

*ROC curves which will be included in the final report of this contract.
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Earthquake or Explosion: Teleseismic Monitoring
Where Are We Now?

P. D. Marshall and A. Douglas

Introduction
At the start of the CTBT negotiations in 1958 the technical experts

had very little observational data on which to make recommendations.
In truth there was no adequate theory of how explosions and earthquakes
generate seismic waves and the knowledge of earth structure was not
detailed enough to allow predictions to be made on how seismic signals
are distorted on propagation through the earth. That was over 25 years
ago; since then seismology has come a long way. In 1958 Sir William
(now Lord) Penny described seismology as "a stone age science" but
a number of significant national programs, of which VELA Uniform is
the largest, have dragged the science willingly into the 20th century.

Forensic seismologists, for the last 20 years or so, have focused
successfully on two principal problems: one is understanding the seismic
effect of explosions and earthquakes (getting to grips with the physics
of the problem) and determining the structure of the earth; and the other
is that of improving methods for the detection, location and identification
of underground explosions in the presence of the vast number of naturally
occurring seismic disturbances.

Seismological researchi is in many ways more difficult than most other
branches of scientific research: it is essentially an inferrential science.
Experiments have to be designed to infer earth structure since we can-
not drill 2000 km into the earth to recover samples for study in the
laboratory. The major source of elastic wave energy which is used to
probe the earth is uncontrolled in that earthquakes occur where and when
they have to. The controlled source of elastic wave energy, the under-
ground explosion, can only be fired by Western nations at a very limited
number of test sites. Thus, the availability of basic data, such as loca-
tion, depth, yield, etc., are limited. Seismologists have virtually no infor-
mation on the basic data of Soviet or Chir3se explosions which makes
the design of experiments to resolve the problems of verification of Soviet
compliance with a treaty very difficult. Even the acquisition of the obser-
vational data to resolve the problems is difficult; the USSR is a vast land
mass and data from stations within the USSR are unattainable; so data
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for underground explosions is available only at teleseismic distances. It
is a credit to the USA that basic data from numerous U.S. explosions,
as well as observational data, are freely available to seismologists of all
nationalities. Much of the observational data are available from the VELA
Uniform world-wide network of seismic stations, a network once described
by Thirlaway as the "giga volt tool of the earth scientist."

It was to overcome the difficulties of verification of compliance with
a CTBT that led to the establishment of the VELA Uniform program.
Briefly, its objective was to fund research to solve the problems of the
detection, location and identification of underground nuclear explosions
even in the presence of attempts to conceal the explosion in such a way
as to evade either detection or ideiidfication.

It is our belief that the VELA Uniform program, with contributions
from other national programs, has made enormous progress in resolv-
ing some, but not yet all, of the discrimination problems and of understan-
ding the physics of the seismic source and the propagation of elastic wave
energy through the earth. Let us then see where, as a result of this
research, we now stand on the question: Earthquake or Explosion?

The decision making process starts with the detectio, of a seismic
disturbance followed by its location. Any diagnostic evidence available
is then analysed to identify the nature of the seismic disturbance.

Detection of Seismic Disturbances
The first evidence of a seismic disturbance that is observed at

teleseisrnic* distance is the P wave. The detection of a P wave depends
on several factors which include:

(1) the amplitude and period of the P wave
(2) the amplitude and period of the ambient seismic noise
(3) the characteristics of the recording instrument

In 1958 it was proposed to monitor seismic activity with a network
of 180 small (3 km aperture) arrays of seismometers spaced at intervals
of 500 km. (It is of interest to speculate on what such a network would
have done for discrimination but such speculation is more in keeping with
a study of regional verification). Such a network was not to be; instead
we have seen the deployment of small, medium and large aperture ar-
rays of seismometers, single stations, borehole systems both on land
and under the sea floor. Much of the successful development of seismom-
eters and arrays has been due to the impetus and funding provided by
national programs such as VELA Uniform. A review of instrUmental

*Teleseisnic indicates a distance greater than 250 or about 2750 km.
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development under such programs has alxeady been given so no further
discussion is presented here. Since 1958 we have learned a great deal
about site selection procedures and whether a single station will suffice
or whether an array is required at a particular location to satisfy propos-
ed detection needs. Perhaps most of all we have defined a clear limit
for detection capacity at teleseismic distances. The noise level at the
quietest surface installations in the world is around 1 nm; given arrays
or adequate borehole installations it may be possible to achieve a net-
work of stations each with a noise level of about 1/2 nrm, which at
teleseismic distances is equivalent to a mb of about 31/2. Such a network
does not yet exist, indeed may never, because to achieve a global detection
capacity of mb -31/2 would require, in addition to land based systems,
ultra-quiet ocean bottom or island sites in the Southern hemisphere. This
represents a limit which, in theory, could be achieved at teleseismic
distances for the major land masses though the network would be very
expensive and probably politically difficult to deploy..

Reliance on totally teleseismic systems with existing stations report-
ing to, say, the NEIS or ISC, gives a detection capacity of about 41h
in the northern hemisphere but nearer 5 / in the southern hemisphere.
The detection capacity of any network is very much a function of the
type of station, the number of stations, their location and the radiation
of elastic wave energy from seismic sources to that network of stations.

The seismological objectives of a network should be defined and a
network tailored to meet those objectives. In some areas of the world
these objectives may not be met and we are faced with a "detection
deficit," a grey area in which the science and technology will not be able
to help the politicians in their assessment of the level of risk to national
security. It is imperative to know whether the objective is global monitor-
ing or only specially targeted areas such as nucleai weapon states ter-
ritories. There is a vast difference in the order of magnitude of the task
and of cost of these different objectives.

In 1958 the detection capacity for sources located in the northern
hemisphere was close to m. 52. By 1963 this number had dropped to
about 5. With the deployment of the WWSSN and numerous array sta-
tions the figure quickly dropped to about 43/4; today it is nearer 41/2 but
to achieve this level regional data are invariably included. Without a
massive effort we can probably achieve teleseismic detection at mb 4 for
targeted areas but to go lower would require the installation of regional
or internal stations - this should be more readily achieved than attemp-
ting to go for the more difficult theoretical limit of mb 3/2 possible,
perhaps, at teleseismic distances.

There are still areas where further research may prove beneficial
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for detection. For example, at the PKP focus the amplitude is similar
to or greater than amplitudes in the teleseismnic -window and may pro-
vide additional evidence of a seismic disturbance in an area difficult to
monitor in the 30 ° - 90 0 range. Another, and more promising, observa-
tion is the kind made at NORSAR where very small disturbances north
of the Caspian Sea have been detected and located using the NORSAR
array by taking advantage of dT/dA variations in the triplications associated
with the distance range to assist location. This observation is an unex-
pected bonus but hard to predict where else it may occur. To be sure a
potential violator of a treaty would need to know whether or not such a
pipeline to his proposed test site existed; it has a certain deterrence value.

Finally, the good work on signal detection and enhancement, such
as prediction filtering, multichannel analysis, etc., must be acknowledged.
The literature abounds with techniques and their applications to seismic
data and some show significant improvements in S/N ratios and improved
detection levels. Many of these techniques have been developed and
tested under the VELA Uniform program and the transition from film
to analogue magnetic tape to digital data have facilitated the application
of these techniques.

So, where are we now? Should the requirement arise to monitor
a particular region we know what we would need to do. Much would de-
pend on the location of the region. It could be prohibitively expensive
but the technology exists to monitor any region on earth. Looking to the
future it is hard to see where additional research effort would lead to
any large improvements in detection capacities.

A major difficulty of verifying compliance with a test ban treaty is
how to handle the vast amount of data that will accrue in a day from high
sensitivity networks. It is imperative that the seismic source is located
fairly quickly after detection. But how many events will be detected by
a station, an array or a network of stations, in a day or a year? One would
think that this is a fairly easy question to answer but in reality it has proved
very difficult. In 1958 western estimates of the number of seismic disturb-
ances above a specific magnitude were made but after more research the
number was modified downwards. For certain regions of the earth we are
in a position, by virtue of highly sensitive stations, to make reasonable
estimates of the number of seismic disturbances in that region but a global
estimate is not yet agreed. Current assessments of global seisinicity in-
dicate that there are at least 8,500 seismic disturbances per annum at
magnitude 4 and above; however, there is some evidence to suggest that
the number may be larger. It is an impoitant number to determine and
it is time that such an estimate was made to defi-ne data analysis needs.
Once a seismic disturbance is detected its source must be located.
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Location of Seismic Disturbances
An essential facet of any detection network is the ability to provide

accurate source locations. The only way to positively or uniquely iden-
tify an underground nuclear explosion is to produce radioactive debris
from the explosion. To find thi evidence you have to be able to go to
the precise location of the test. Given the arrival times of P-wave signals
from a seismic disturbance at several stations, ideally well-distributed
in azimuth and distance from the epicentre, estimates can be made of
the epicentre and origin time of the disturbance.

In 1958 the Conference of Experts stated that given good azimuth
coverage and regional travel time curves the area within which an
epicentre is localized can be assessed as approximately 100-200 square
kilometres. It was quickly found that similar epicentral location accuracies
could be achieved using teleseismic data obtained from an appropriate
network. Much effort was made to improve teleseisnic location capacity.
Refined travel time studies were carried out, the use of a master event
and least squares multiple epicentre techniques developed, all of which
led to greater accuracy and confidence in epicentral locations.

A very important contribution to test ban seismology (or forensic
science) made under the VELA program was the LONG SHOT
underground nuclear explosion in the seismically active area of the
Aleutian Isles. Epicentre location became a growth industry, experts
in source bias emerged, all ultimately to add to our understanding and
knowledge of problems associated with epicentre location. Given the
benefit of this research how accurately can we estimate epicentres?
It depends on the detection network, its distribution in distance and
azimuth relative to the epicentre. It is also a function of its location:
seismic disturbances in the middle of stable uniform regions can be
located with an accuracy of a few kilometres whereas sources in or close
to seismically active regions in areas of strong lateral variations in velocity
may be mislocated by more than 25 km. In attempting to monitor
compliance with a treaty on a global basis much care will be needed to
ensure adequate station coverage to assure detection and location of the
seismic disturbances.

Certainly, location of the hypocentre has a role to play in discrimina-
tion between earthquake and explosion sources but this will be discussed
later. Refinements of hypocentre location techniques are continually be-
ing investigated, further refinements to P-wave travel times are being
actively investigated at the present time, regional travel-time data can
also be integrated into our hypocentre location programns to improve loca-
tion capacity. However, the fact remains that location accuracy is a function
of magnitude, the confidence ellipses increase quite significantly around
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mh 4 and location capacity is a function of the network and how well it
is distributed in azimuth and distance from an epicentral region.

A treaty can only be violated by states party to that treaty. It is con-
ceivable that not every nation, nuclear or non-nuclear weapon state, would
sign such a treaty and in these circumstances it would be quite critical
to decide whether a suspicious seismic disturbance originated within a
territory not party to the treaty or a neighbouring state party to the treaty.
This either/or situation would be of considerable political importance and
the forensic seismologist would be under pressure to make a positive
and correct decision.

At present we are in a position to suggest a network of stations,
arrays, borehole systems land based or on the ocean bottom, which, given
the appropriate financial resources, could be deployed to detect and locate
seismic sources down to 4 or possibly lower in the northern hemisphere.
We are unaware of any studies that make it possible to assess a capacity
for the southern hemisphere but it is likely that a capacity close to mb 4
for the principal areas of interest, i.e., continental land masses, could,
with truly international co-operation and participation, be achieved. This
is by no means certain.

The next stage of the verification process is to identify the nature
of the source that has been detected and located.

Identification of Seismic Disturbances
In an ideal world one would hope that the sources of all seismic signals

detected could be located and identified; in practice there will always be
some signals which are so small or weak that identification with a signifi-
cant degree of probability is just not possible. Thus, there is a gap be-
tween the detection and identification level of any high sensitivity net-
work of monitoring stations.

In the absence of radioactive debris it is not possible to positively
identify a seismic source as a nuclear explosion. We can presume the
source of seismic signals was nuclear. We can also presume that the
source was an explosion, but would our evidence stand up in an interna-
tional court of law? In other words, what do we mean by identification?
In national terms expert forensic seismologists need to be able to satisfy
their own government that in all probability a seismic source was a nuclear
explosion and that, we believe, is their principal role. How a govenunent
would respond in that situation is a political decision and not one for
scientists.

It is possible to tabulate what we seek in any identification criterion:

(1) Absolute separation between earthquake and explosions.
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(2) An understanding of the physics of the processes enabling
identification to be made. This would give the criterion
predictive properties should we need to apply the criterion
to low magnitude sources located anywhere in the world.

(3) Confidence that evasion is difficult.

With these requirements we can now examine the most significant
criteria, applicable at teleseismic distances, that have been available or
developed since 1958.

Location and Depth. It has been suggested that if the epicentre
of a seismic disturbance lies over the sea then the source is either an
earthquake below the seabed or an explosion in the water. It is further
suggested that the explosion will generate a hydroacoustic signal and be
uniquely identified as an explosion. Whereas an abse.ce of hydroacoustic
signal indicates an earthquake source and in this way the large majority
of shallow earthquakes located at sea can be identified. The suggested
criterion is that there is a high probability that the epicentre is more than
25 km from land. This distance is chosen to allow for the possibility of
source bias in the epicentre location.

There certainly is merit in the argument but in the absence of data
to verify the efficiency of the technique uncertainties may, of course,
still remain. Can holes of sufficient diameter and depth be drilled in the
seabed and used to detonate a device below the seabed? Underwater,
or seabed, technology is an area in which much progress is being made
and what is not possible today may be tomorrow. It may be possible to
detonate nuclear devices below the sea floor. Perhaps we should address
the question and seek answers: under what circumstances can the epicen-
tre of a seismic disturbance be used to indicate that the source is pro-
bably an earthquake?

It was recognized in the 1958 discussions that the depth of a seismic
disturbance is a very useful diagnostic aid. If a source is located at some
depth beyond, say 10 km, it can be assumed that in all probability the
source is an earthquake. But as a diagnostic aid it depends on our ability
to determine the depth of seismic disturbances with considerable accuracy.
Although much effort has been made since the VELA program began
to refine hypocentre locations, using only the travel times leads to uncer-
tainties such that at low magnitudes only sources located deeper than,
say 50 kim, can be assumed to be natural in origin. The use of pP to deter-
mine depth can be more precise. At teleseismic distances the time
between pP, sP and P are short and often very difficult to identify in the
presence of crustal reverberations, mode conversion, upper mantle
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reflections and scattering close to the source. The difficulty of estimating
pP times for shallow sources is such that the technique has proved to
be of little value. A further difficulty is the possibility that an observed
second arrival could, of course, be a second explosion so diagnostic pro-
cedures have to be applied to later phases to remove this possibility.

Improvement in hypocentre location is possible using the master event
or multiple hypocentr location methods. A region may be calibrated by
using earthquakes Uiat have clear identifiable fP qnd sP phases. There
are still reservations of the global applicat-liti of ihe technique due, not
least, to the availability of earthquakes -icabitng the desired clear sur-
face reflections. Even our knowlkd ,. .i'P from explosions is still very
poor. It would be very useful for many reasons to be able to determine
the depth of explosions with some certainty. However a very shallow
source depth estimate does little to help identify the nature of the source.
This is probably a greater problem for seismologists in the USSR since
approximately 90% of North American earthquakes would appear to be
at depths of 20 km or less whereas in the USSR 90% of earthquakes
would appear to be at depths greater than 20 km.

Thus, the use of depth as a diagnostic aid is very valuable; there
are limitations to its applicability and further research is required to im-
prove depth estimates.

The use of regional and first zone data will be of value in refining
hypocentre location particularly for seismic disturbances within the crust
but hypocentre location for shallow focus disturbances from teleseismic
data is not sufficiently well restrained to serve as a discriminant over the
whole detection range. The accuracy of the location and depth estimation
decreases with magnitude (or signal to noise ratio) and below magnitude
5 it is probable that reliable depth information will not be available.

Identification Criteria. An explosion is, in theory, a shallow focus
radially symmetric source of elastic wave energy. A simple view of an
earthquake is the movement, along a fault plane, of one mass of rock
relative to another. The source may be deep, the release of energy less
rapid, than in an explosive source and with a quadripolar distribution of
energy. It is these intrinsic differences in the nature of the source that
are exploited to identify the nature of the source. The differences in the
direction of first motion of the P waves generated by explosions and earth-
quakes were clearly recognized by the Conference of Experts in 1958
and with information on source depth formed the first diagnostic aids to
source identification.

Earthquakes, as shear type sources, generate S waves whereas ex-
plosions, as pure compressional sources, should not. Thus, attempts have
been made to exploit S-wave excitation as a diagnostic aid. The rate of
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release of energy by the two different sources may manifest itself in the
duration of the recorded pulses and hence the spectral content of seismic
waves. Much research has been conducted to take advantage of possible
spectral differences between the two sources. Finally, a shallow explosive
point source should generate simpler seismograms than a shallow earth-
quake source because of the presence of S to P conversions (absent in
the explosion) in the layered structure of the source region.

How successful are attempts to exploit the intrinsic differences
between earthquakes and explosions as a means to source identification?
This is somewhat difficult to quantify since it depends on the network
of stations available to produce the essential data, on the geographical
region in which the source is located, and on the magnitude of the disturb-
ances to be identified.

P-Wave First Motion. If the initial motion of a P wave is identified
as a rarefaction then the source of that P wave must be an earthquake.
Thus, negative first motion identifies earthquakes. Compressional first
motions do not identify explosions or earthquakes. At teleseismic distances
only a narrow cone of angles from the lower portion of the focal sphere
are observed and given a particular location and orientation of the source
it is possible that only compressions are observed at teleseismic distances
thus the technique is of no help in identifying such sources. However,
the principal difficulty of the method is the need for an adequate signal
to noise ratio to be certain of the direction of first motion. The technique
works well for large magnitude disturbances but its value decreases rapidly
as the magnitude decreases. To improve the detection of low magnitude
disturbances, the output of a seismometer is usually tightly filtered and
the phase distortion tends to delay energy and reduce the amplitude of
the initial motion making it more difficult to be certain of the direction
of the initial motion. Several deconvolution techniques, e.g., spike filter-
ing, exist which, when applied, give greater confidence in the identifica-
tion of the direction of first motion.

Certainly this diagnostic aid has proved useful. In one notable in-
vestigation of Tibetan earthquakes which proved rather difficult to iden-
tify, one sequence of earthquakes could only be identified as earthquakes
by use of rarefactional first motion observed on LP seismograms.

The technique has some diagnostic value but in general only for
sources greater than say m. 41/ - 5. This is a result which has not
altered significantly since 1958. Improvements in instrumental techni-
ques have led to better seismograms with improved S/Nratios but further
exploitation of first motion diagnostics seem limited. The identification of
first motion may be difficult but there is a lot more information
in a seismogram than first motion. The whole P wave contains diagnostic
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information, not least of all its spectral content.
P-Wave Spectral Methods. With an increase in the number of

nuclear explosions underground after the 1963 PTBT, it became apparent
that many of the explosions in the USSR generated P waves with higher
predominant frequencies than most shallow earthquakes of similar magni-
tude. This led to the development of spectral ratios as a diagnostic aid. The
idea is simple: a spectral ratio of HF to LF is made for explosion and earth-
quake P waves and the larger the ratio the greater the probability that
the source is an explosion. Several other methods have been developed
which are based on the spectral content of P waves; these, for example,
include the determination of the third moment of frequency.

The problem is that the spectral content of the P wave is determined
not only by the nature of the source but also by the amount of attenua-
tion that the P wave is subjected to over the path. Ideally, data from
seismic stations located in regions overlying high Q are used since they
should still contain a large fraction of the HF energy. Unfortunately, when
the sources are located in regions of low Q, the diagnostic high frequen-
cy is preferentially absorbed and the technique becomes less valuable.
However, it is a diagnostic aid which is dependent upon the source region.
The windows through which we look at the ratio of HF to LF have to
be tailored to the source region under investigation and this imposes a
limitation to its applicability. The technique provides complete separa-
tion for USSR explosions and Eurasian earthquakes but the explosions
are, in general, located well away from the earthquakes and it may be
that the * differences are related to the geographical region rather than
any intrinsic source differences. The technique does not work so well
in the southwestern United States where the explosions are located much
nearer to the earthquake sources and the whole region probably overlays
low Q.

The technique works very well for some regions of the world and down
to magnitudes around mb 4 we can probably predict the source regions
where it will work well; but because the spectral parameters have to be var-
ied to suit the source region it is not easy to test the technique on a global
basis because of the limited availability of explosion test sites. Spectral ratios
derived from seismic waves other than P are, however, useful diagnostic
aids. One method which uses the spectral ratio between the IsP wave
and the 20s Rayleigh wave is better known as the mb:M discriminant.

The mb:M. and Surface Wave Discriminants. In the 1958 CTBT
exchanges the value of Rayleigh waves as a source diagnostic was
discussed. It was suggested on good theoretical grounds that the fre-
quency of Rayleigh waves from explosions would be higher than for most
earthquakes and that their amplitude would be lower.
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Much research since the early sixties has confirmed this early pro-
mise that explosions can be perhaps best identified by their mb:M ratio
when compared to mb:M for earthquakes. For the same mb, the explo-
sion M, (based on the Rayleigh wave amplitude) will be about one
magnitude lower than the earthquake M. In other words, for the same
mb explosions generate weaker surface waves, it is more correct to say
that for the same M, value explosions generate much higher mb values
than an earthquake.

The method evolved from observations of surface waves from earth-
quakes and explosions in the southwestern United States. It was possible
to separate the explosions from the earthquakes by measuring the area
of the envelope of the surface waves recorded on 3-component LP systems
and plotting the area, defined as AR, against the P-wave amplitude both
observations being normalized to a fixed distance. These early observa-
tions were made at regional distances and it was not long after that surface
waves fi-om underground explosions were recorded at teleseismic distances,
distances at which Gutenberg's distance dependence term for T = 20 s
Rayleigh waves was applicable. Teleseismic mb and M, were measured and
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a plethora of almost simultaneous mb : M studies demonstrating the suc-
cess of the technique were published. It gained general acceptance after
the VELA LONG SHOT explosion in the Aleutians and is yet another
example of the value of the LONG SHOT explosion to scientists engaged
in forensic seismology.

The technique appears to be one of the best identifiers of explosion
sources. Most studies show separation of the two populations, but the
separation has decreased with time. The earliest studies, usually focused
on one geographical region, showed large separation but generally the
data base was small, with data available for only a few explosions. Since
the early studies many more explosions at widely separated test sites
have occurred and, with the dramatic increase in the magnification of LP
systems since the early 60's, many more explosions have been detected
at teleseismic distances with sufficient amplitude to enable M to be
determined. The increased data base and lower detection threshold has
led to a discriminant which, like many others, appears to decrease in value
as the magnitude decreases.

Most published studies have been made on explosions and earth-
quakes in the same general region. Seismic disturbances located within
the USSR appear to be well identified but most of the explosions are
located remote from the earthquake region so are the mb:M , differences
due to location rather than differences in the source function? The answer
is probably no, based on observations of mb:M, for explosions and
earthquakes in the Aleutian Isles where the explosions are located very
close to the earthquake epicentres. It would appear then that the mb:M
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criterion works because of differences in the source. The separation
between explosions and earthquakes on mb:Ms plots is not quite so good
for explosions in Nevada. This may be due in part to greater attenuation
of P-wave energy for explosions in Nevada giving a lower mb than iden-
tical explosions in the USSR. A contributing factor is also the effect the
shot medium has on P-wave amplitudes. The slope of the mb:M may
be, to some degree, a function of the network used to determine them.
The mb:M relationships for explosions appears to be a function of the
detonation medium principally due to the variations in mb:yield. Thus a
combination of mb:Ms observations from different test sites may well in-
crease the scatter and cause populations to approach or even overlap
each other. In other words a mb:Ms plot of a global suite of explosion
and earthquake data may well demonstrate some overlap which is not
observed when the data are treated on a regional bagis.

The major question still unanswered is how far down in magnitude
do we have to go before separation is no longer achieved. This again
is not any easy question to answer. It would help if agreement could be
reached within the seismological community on what are the requirements
for robust mb and M, estimates. Clearly one observation of mb or M,
is not enough, 4 is better but of no more use if restricted to the same
azimuth. To determine mb and M, requires good azimuthal coverage to
minimize the effects of the radiation pattern from earthquakes. It would
be useful if the number of stations required to deterine magritude reliably
could be more clearly defined and thus enhance our confidence in the
value of mb:M curves as a discriminant.
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The mb:M technique for discrimination works well at larger
magnitudes but we need to know down to what magnitude it can be used
with confidence. At teleseismic distances P waves can be detected down
to, say, mb 4. The surface waves from an explosion in hard rock of mb 4
is approximately equivalent to a M, of 2 for explosions and 21/2 plus for
earthquakes. It is not possible to detect M, 2 events at teleseismic
distances. Given the deployment of numerous high quality LP stations,
including arrays, improves detection (at, say, 4 stations) down to about
M, 31/2 or mb 5 +. To lower the detection threshold stations at regional
distances must be employed. At short ranges the technique still appears
to be useful; observations made in California and Nevada of NTS explo-
sions indicate that at some stations, but not all, the technique works down
to quite low magnitudes which is, in a way, an endorsement of the earlier
success of the AR:mb method.
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There is, however, some theoretical and observational evidence to
suggest that there is convergence of the earthquake and explosion popula-
tion with some overlap of the populations at lower magnitudes. This is
certainly a subject where further research can incorporate our understan-
ding of the physics of the source and our understanding of how well the
technique will work at low magnitudes and also, perhaps, add the essen-
tial predictive element so that some estimate may be made of the ap-
plicability of the technique in areas where underground tests have not
yet been conducted but which need to be monitored under a treaty.

Research has demonstrated that 45 0 dip-slp earthquakes generate P
and LR waves such that on a m,:Ms plot they will lie close to the explo-
sion population, not least because the maximum P-wave radiation is direc-
ted towards the teleseismic region and produces a relatively high mb.

The mbM discriminant is one of the most significant improvements
in diagnostic aids since the 1958 talks. Its use is limited at teleseismic
distances by the detection capacity of a network to detect surface waves.
Realistically this figure lies between M, 3 and 31A beyond about 30 0. To
identify sources down to mb 41/2 requires LR detection at shorter ranges
than the teleseismic distance range. But perhaps the largest drawback
to its application lies in the obscuration of the surface waves of interest
by surface waves from large earthquakes. One study indicates that about
15% of the surface waves could not be measured for sources at the
mb a 4/4 level. Other studies have suggested that the problem is not
quite so severe. Efforts should be made to define what loss of surface
waves may be expected in order to assess to what degree confidence
in the mb:M criterion is lowered.

Other types of surface waves, namely Love waves, may well have
diagnostic potential. It is, however, rather diffct to be very specific as
to their proven value. In theory explosions do not excite Love waves but
earthquakes may. However, Love waves are often observed from
underground explosions; it may be that the origin of the Love waves is
due to secondary sources originating from tectonic release triggered by the
expkin. Incidentally, it appears that Love waves are seen more often
from explosions at NTS and the Aleutian Isles than from explosions in the
USSR. To exploit the relative Love wave excitation it would be useful to
ncerstami the mechanism and reasons fr their presence in explosion signals

although plausible explanations exist. Discrimination based on Love waves
has been attempted but only for small sample populations. There is a need
for more research here and tests made on large populations of earthquakes
and explosions to wrtain their ptentiaL It is not possible to define detection
levels for Love waves from a specific area until a network is deployed:
horizontal compment instruments are necessary and they should be located
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in well-controlled environments in boreholes, otherwise their value may be
limited to the identification of large magnitude events which may be readily
identified by other criteria.

The spectra of surface waves have not been thoroughly investigated
as a diagnostic aid. At teeseisn distances the vale of surface wave spectra
is limited again by the detection capacity of the monitoring network. Good
S/N ratios are required for reliable spectral estimates, given a good S/N
ratio the chances are, again, that the source can be identified on other criteria.
To my knowledge no extensive study has been made of the value of spec-
tral ratios determined from surface waves which perhaps is an indication
that the seismological community does not rate the technique highly, yet
Eurasian explosion- generated surface waves, recorded at up to about 40 0,
have more high frequency energy when compared to most s! idow earth-
quake Rayleigh wave trains. Remember, 90% d earthquakes in the USSR
occur at depths greater than 20 km so it is, perhaps, not surprising.

S-Wave Criteria. The theory of the explosion and earthquake source
suggests that the ratio of shear to compressional energy would be a par-
ticulary useful diagnostic aid. However, high frequency S-wave energy is
rapidly attenuated in the earth and is difficult to detect from shallow focus
teleseiac soures which kits its value, partimary at teieseismic distances,
as a diagnostic aid At much shorter range it has definite applications in-
cluding restraints on hypocentre location. It is difflilt to see how, for low
magnitude seismic disturbances, S-wave excitation can be of value for
teleseism discrati. It is, of course, a great tool for studying attenuation
in the earth, knowledge of which will greatly improve modeling and syn-
thesis of waveforms. However, shallow sources rich in S waves, such as
earthquakes, can produce quite complex teleseisnij signals due to numerous
S-P conversions in the crust and upper mantle of the source region. Such
complexity should not be observed from simple compressional explosive
sources.

Complexity. In 1958 attention was principally focused on detection
and identification of seismic disturbances at relatively short range. As the
yield of underground tests increased more and more, teleseismic P-wave
signals were recorded and it was observed that signals from underground
explosions were very simple in appearance compared to most shallow
earthquake source signals. The "lonesome P" became a vogue phrase.
In the early sixties it appeared that it was possible to discard some 90%
of the detected signals as earthquakes simply because of their complexity.
The rush to the third, or teleseismic, zone was on; it produced a radical
change in the concepts of monitoring CTBT. By placing recording
stations within the teleseismic window, i.e., the third zone, it was
possible to obtain a clean look at the source and this should have been
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a large bonus since the key to discrimination between explosions and
earthquakes lay in their source differences. The initial excitement created
by the extremely simple P-wave recordings of Russian and French
explosions (and only slightly less simple NTS explosion recordings) at
teleseismic distances suffered a serious setback when very complex
recordings were made in North America of two small explosions at Novaya
Zemlya. Complexity has been defined in a number of different ways but
it is essentially an energy ratio: the ratio of the area under the smoothed
curve in the first 5 s of the signal to the area under the curve from 5-35 s.
For simple explosion-lke signals this ratio is near unity but for complex
records the ratio is much less than 1.0. (Strictly, this particular defini-
tion is a shplicity factor rather than a complexity factor).

Even redefining the complexity criterion to allow identification of
Novaya Zemlya, explosions allow a small percentage of earthquakes to
be identified on complexity but today it is, and should be, regarded more
as a diagnostic aid than an identifier.

The efficacy of complexity is reduced even further if we consider
what happens if multiple explosions are detonated since these would pro-
duce complex records in all azimuths.

Complexity, however, stimulated a great deal of research. Many
researchers have looked for the causes of complexity in explosion and
earthquake recordings and our understanding of the earth as a transmission
path has benefited significantly. Much of the complexity can be explained
i terms of signal generated noise, the presence of random scatterers
in the mantle beneath the source and recording station, lateral vaxations
in Q and in velocity in addition to any S to P conversions.

Complexity did have an impact, it led to:
(1) The concept that it may be possible to monitor a CTBT at

teleseismic distances which overcomes any political difficulty
of negotiating internal stations, often described as intrusive
verification.

(2) It stimulated much worthwhile research to explain complex-
ity which led to a much greater knowledge of the transmis-
sion path and its properties.

The preceding discussion has commented on our ability to detect
and identify seismic sources at teleseismic distances. To verify compliance
with any treaty banning or limiting underground nuclear explosions to
low yield or magnitude would require additional seismic stations to gather
all the necessary information. It could, of course, be targeted on the prin-
cipal areas of interest but to monitor the whole world is a rather daun-
ting task bearing in mind the vast number of detections, the processing
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of the data and the decison making processes which would have to be
employed. The problem becomes at least a whole order of magnitude
worse given that a potential violator of the treaty could emplcy evasion
techniques to avoid either detection or identification of his clandestine test.

Evasion of Detection or Identification
The aim of a potential violator of a CTBT is to detonate a nuclear

explosion in such a way that the provisions of the treaty are evaded and
no challenges made. If a violator decides to conduct a test underground
what options are available to him? Much would depend on the yield of
the device, the location and sensitivity of the network deployed to monitor

that nation's compliance with the treaty.
To avoid detection the size of the radiated P-wave signals must be

reduced so that the amplitude remains below the detection capacity of
the network. For very low yield tests this could possibly be achieved
by firing in a dry low-coupling medium which would give a reduction of
about a factor of 10 over hard-rock, close-coupled detonations.

To avoid detection of up to a few tens of kt a potential violator may
attempt decoupling the explosion by firing in a cavity. This is the tech-
nique which caused so much discussion in the 1958-1962 CTBT talks.
Theoretical calculations and subsequent experimental work indicated that
decouping factors, relative to hard-rock coupling, of about 100 were possi-
ble. The debate on how high a yield could be successfully decoupled con-
tinues but there appears to be a concensus that an upper limit of 50 kt
is about right. Fully decoupled, this would be equivalent to say 1/2 kt close
coupled in hard rock - a yield difficult to detect and identify, certainly
at teleseismic distances. A yield of 50 kt would, we suspect, be deemed
a very significant and useful level at which no nation should be able to
evade. As far as we are aware the experimental confirmation of decoupling
has only been achieved at the sub-kiloton range. This was the STERLING
explosion fired in the SALMON cavity. There is no reason to believe that
the theory will break down at higher yields but it is a risk, in the absence
of experimental data, that a potential violator must assess. Successful
decoupling would depend on the yield to be tested and the availability
of appropriate cavities. It is certain that as the yield decreases the task
becomes easier and the availability of ready-made suitable cavities in-
creases. At low yields full decoupling of factors of 100 may not be
necessary; partial decoupling by factors of say 20 or less may be ade-
quate to evade identification.

Another method to avoid identification is to detonate a device short-
ly after an earthquake has occurred in the hope that the earthquake coda
signals mask the explosion signals. Various scenarios have been proposed

-wp
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but again, to our knowledge, there has been no attempt to verify the
technique. The nearer the test site is to the earthquake epicentre the
more difficult it will be to extract the explosion signal. It has been sug-
gested that yields of about 50 kt could be hidden in the coda of a nearby
large earthquake but as with all evasion techniques the chances of suc-
cess increase as the yield decreases. There may be problems associated
with the nuclear device if it is to be kept at the bottom of a very deep
borehole or in a mountain side for many months, but assuming there are
none the detection and identification of such a test would be extremely
difficult at teleseismic distances. Like cavity decoupling, the hide-in-
earthquake evasion method would require stations to be sited close to
areas in which such opportunities present themseives.

A third method of evasion which allows for detection, but which
attempts to avoid identification as an explosion, is the multiple shot techni-
que. Here, a series of explosions are detonated over several seconds;
the first explosion is low yield to cloud precise onset times, to confuse
the epicenter location, make identification at first motion difficult and pro-
duce low mb values. Larger yield explosions are detonated after a few
seconds to create a complex seismogr,n and generate surface waves
which interfere constructively to enhance M,, thus confusing the m6:M
discrinminant. In theory the technique looks attractive but the violator is
taking a much greater risk with this evasion technique. He would need to
have total confidence in his containment, not a trivial consideration in the
light of experience such as BANEBERRY. It also assumes that the violator
knows the identification procedures used by the monitoring networks and
is confident he will not be observed on broadband recording systems.
Both the hide-in-earthquake and multiple shot method require an assump-
tion to be made by a potential violator about the transmission path between
the source and network of receivers. It would appear then that the most
serious problems for verification of compliance with test ban treaties are
posed by cavity decoupling in which full or partial decoupling is achieved.

Conclusions

Based on the evidence currently available some conclusions can be
drawn about our ability to verify compliance with a treaty banning
underground nuclear tests. In a way they represent the calmination of
some 25 years research effort.

1. In the absence of a positive identifier of earthquake or explo-
sion signals based solely on short period P-wave discriminants
there is little prospect that a purely teleseismic system for
detecting and identifying underground explosions down to a
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poitic* acceptable level will be possible. However, as model-
ing of earthquake and explosion-generated P waves improves,
it may one day be possible to use only teleseismic P waves
for adequate verification. If identification by successful model-
ing is achieved the identification level would be close to the
detection level.

2. The most successful diagnostic aids to discrimination are depth
of focus and mb.M,. At purely teleseismic distances this sug-
gests a convincing identification threshold of about mb 5. If
teleseismic SP data are supplemented by LP data recorded
at shorter ranges such a data base should provide adequate
assurances on compliance down to about mb 41/2. To lower
the threshold further would require regional networks of
seismic stations and the monitoring system is then no longer
a teleseismic network.

3. Apart from seismic disturbances which remain unidentified
because of obscuration of essential verification evidence, it
would appear from available studies that there are some earth-
quakes which are only identified by the direction of their first
motion. If the polarity of first motion had been in the opposite
sense the earthquake would have remained unidentified.

4. There is still no concensus in the seismological community
as to what adequately defines the identity of a seismic distur-
bance. Almost all diagnostic measurements are estimates with
associated errors but there is, as yet, no adequate statistical
assessment to define discrimination capacity.

5. Further research remains to be done but much has been
achieved. Our understanding of the source, earth structure,
attenuation within the earth, scattering, etc., has increased
enormously over the years. Our understanding of much of
the physics has enabled us to do modeling and waveform syn-
thesis which has provided excellent insight and additional
understanding of the problems associated with the detection
and identification of underground nuclear explosions. A solution
to the outstanding problems may well be resolved by further
success of modeling techniques which encompasses all the
physics of the source and transmission path.

Verification of a Threshold Test Ban Treaty
A CTBT can be regarded as a zero yield threshold test ban treaty

but in practice verification is only possible down to some technical
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threshold. A TTBT, like CTBT, is a treaty limited by some technical
threshold. To verify compliance with a threshold test ban there is an
additional task beyond identification of the nature of the source: once
an underground explosion has been identified an estimate must be made
of the yield. This particular problem was not one faced by the Conference
of Experts in 1958, but in recent years it has received considerable
attention from seismologists as a result of the bilateral TTBT and PNET.

At present the approach to yield estimation is to attempt to relate
the seismic magnitude of an explosion to yield via calibration data. Prob-
lems arise because of shortcorings in the transportability of the
magnitude-yield relationship established for one or more rock types at
a test site where the yields are known, to a remote, foreign test site
where the test site characteristics are less well known. This is by no
means a trivial problem.

The first area of uncertainty is the determination of the seismic
magnitude of an explosion. The original mb magnitude scale in current
use was devised to estimate the relative sizes of earthquakes. By to-
day's standards these earthquakes would be regarded as fairly large and
as such the source spectra and the spectral distribution of the radiated
energy are very different to those from the extremely short duration
explosive sources that we wish to investigate using this magnitude scale.

The SP formula for the determination of mb is:

mb = log10 A/ T+ B(A)

where A is the amplitude of the P wave, T its predominant period and
B(A) a distance normalizing term. The use of A /T for large earthquakes
seems to work quite well. But is it still applicable for sources which have
a much higher corner frequency? Attempts have been made to use A
instead of A/T but discarded because it does not result in a significant
reduction in the variance of the magnitude estimate. The variance is due
mainly to the effects of the transmission path and to reduce this variance
is difficult. A is determined initially by the source; attenuation over the
path and the effects of the recording instrument response will determine
the final values of A and T.

It is probable that P waves from explosions detonated in a shield
region are less attenuated than P waves from a source in a tectonic pro-
vince. Thus, the ration A/T may in effect be enhanced for a shield ex-
plosion because a large amplitude is further amplified by dividing by a
number less than unity. In short, it should be established by further
research that the conventional magnitude used to estimate yield is ade-
quate for the task and that it can be used to a level of accuracy to satisfy
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the conditions of any treaty limiting the size of underground nuclear
explosions.

Current and conventional wisdom determines that the B(A) curve
used to normalize the distance effects on A / T for magnitude determination
shall be that devised by Gutenberg and Richter (G&R' before even CTBT
talks started in 1958. Almost every subsequent study of P-wave
amplitudes as a function of distance show very significant departures from
the G&R curve, particularly in the 35 0 - 45 0 range. Errors in B(A) will
manifest themselves not only as possible changes in mean 74 b value but
in variance associated with the estimate.

Uncertainties in the adequacy of the magnitude formula are only part
of the problem. At present we have no consensus on how the final estimate
of the magnitude of a seismic source should be made; individual magnitudes
of a network are simply averaged and a variance estimated. There is still
no consensus on the minimum number of stations needed to estimate
a consistent and stable magnitude.

Station corrections are usually a function of azimuth and distance and
applicable only for sources from a specific region. Regular use of a test
site can lead to highly stable station corrections and provide magnitude
estimates with low variances. It is very important for yield determina-
tion to know that the absolute level of the magnitude is not biased in
some way. The mean magnitude from a network of stations depends to
a degree on the location of the stations relative to a test site. Thus, a
network deployed to monitor one test site may not be well located to
monitor another and it is essential to know what the base-line shift or
bias between the two networks is. The two main sources of bias to con-
tend with in relating magnitude to yield are:

(1) Network bias

(2) Source bias

Neither of these are easy to determine but the difficulties must be resolved
to establish confidence in the seismologist's ability to provide the answers
so that a treaty can be adequately monitored.

Some network bias may be attributable to the recording system
deployed in the network. The network of stations should have recording
systems with similar frequency responses. Experiments indicate that the
conventional SP instruments of the WWSSN or LRSM type show little
or no variation in A / T measurements between the two responses. For
yield estimation the passband of the instrument should be such that the
peak of the P spectra shoud lie close to the centre of the passband. Broad-
band instruments may have a role to play in allowing consistent A/T
measurements to be made but they will have little or no value if the yield
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threshold to be monitored is less than about 50 kt. It is probable that
variations in SP instrument responses contribute little to network bias.

Source, or regional bias, causes a shift in the base line of mb.
Attenuation beneath the source region will reduce the mean magnitude
and to make magnitude-yield curve transportable it is imperative that the
base line be fixed so it is necessary to estimate, and correct for, source
bias. Resolution of this problem has taxed forensic seismologists for some
while. Estimates of t* can be used to predict bias but the bias indicated
from t* measurements is usually at variance with time domain estimates
based on observed amplitudes. To be sure, time will resolve these dif-
ferences and the problem of estimating source bias will be solved. If source
bias can be estimated the same technique can probably be applied to a
station receiver region and this may go some way to the resolution of
the network bias problem.

Perhaps the greater area of ignorance in our knowledge of what is
happening in the source region is concerned with the free surface reflec-
tion pP. There are serious shortcomings in our attempts to model its
behavior. Seismic waveforms from deep explosions can usually be modeled
on the assumption that pP is a mirror image of P but this approach fails
for shallow explosions and further research is vital to resolve this pro-
blem. A solution to the problem of pP will be of considerable value to
the refinement of source identification techniques for CTBT monitoring
and may prove vital if the accuracy of yield estimation is to be improved.
There is much evidence to suggest that pP can add constructively or
destructively to the P wave and the resultant amplitude of the P from
a fully contained explosion may be altered by a factor of up to about 2
simply by the addition of pP. The refinement of corrections for pP may
make mb estimates more robust and aid not only yield estimation but
interpretation of mb:M, curves. Whilst some progress has been made
in recent years on pP it is clear that there is a long way to go. It is one
of the most important outstanding problems yet to be resolved.

Given a final, robust estimate of mb, this can be related to yield by
reference to a magnitude-yield curve for the appropriate shot medium.
Unfortunately there is a dearth of robust mb and yield data for some
important rock types. For example, the available information on granite
comes from three explosions in the United States and a little data for
the French tests at Sahara published in the SIPRI report. All but one
of the explosions are less than about 60 kt and are pre 1967 which means
the available mb data are sparse. Use of such data to predict mb at, say,
150 kt requires extrapolation into a region for which there is no data and
this is always a somewhat risky procedure. Theoretical studies, such as
modeling P, will play an important part in predicting what may happen for
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different yields in different environments for which ve have no observa-
tional data. Our ability to do this will demonstrate how much we have
learned of the physics of the problem over the years.

The surface wave magnitude M, can also be used to estimate the
yield of an underground explosion. There is still a paucity of good
teleseismic data even at the 150 kt yield level. Special procedures will
be ne-Aded if M, is to be used to aid verification of compliance with a low
threshold TTBT since internal stations located at short ranges from a
test site will be essential.

The problems of determining a robust M, are mainly due to lack of
observations rather than source or network bias. Path corrections of M,
are somewhat more readily computed and it is possible that M, will prove
to be a good indicator of the yield of an explosion.

A recent, additional factor has to be taken into account when relating
M, to yield and that is the effect on the observed surface wave train of
tectonic release immediately after the explosion. Much good modeling
work has already been used to explain many of the observations. Fur-
ther research will demonstrate whether or not the explosion source can
be deconvolved with adequate assurance for yield estimation from M.
This is a good example of where the forensic seismologist was able to
respond quickly. Such a response should be somewhat reassuring to politi-
cians because who knows what problems may arise in tr) ig to verify
global compliance with test ban treaties.

The verification of compliance with a threshold test ban treaty poses
some additional difficulties for the scientist vis-a-tis the politician. A politi-
cian needs to know whether the yield of an explosion is a violation of
the terms of a treaty threshold or not: it seems they want to know whether
the yield is 149 kt. Such precision is not possible from seismological
evidence. The politicians need educating on the meaning of the variance
associated with an estimate

Our experience is that for NTS explosions given all the available
geophysical evidence, which is extensive, the yield of explosions below
the water table can be estimated to better than a factc of 2 at the yield
level of 100 - 150 kt. This factor increases as the magnitude or yield
decreases. Without special verification procedures we can, at best,
estimate the yield of foreign explosions to within a factor of three.

Down-hole facilities give an answer around ± 10%. This represents
the best estimate that can be made. Seismological evidence alone may
not, even in ideal circumstances, do better than ± 50%. The advice that
seismologists give to politicians should reflect this uncertainty.

Clearly much work remains to solve the outstanding problems of yield
verification. How we combine yield estimates from surface waves with
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estimates from body waves is uncertain but such uncertainty may be
removed by the application, again, of our increasing understanding of the
physics of the source. We also need consensus on what information would
be required, in advance, to define a geophysically distinct region within
a designated test site so that yield can be adequately estimated to satisfy
the conditions of a TTBT.

It is thus clear that there are a number of areas of uncertainty in
which further research will provide clarification and add to our understand-
ing and resolution of the scientific and technical problems associated with
the teleseismic verification of compliance with underground nuclear test
ban treaties. It is unlikely in the near future, but not impossible, that
a low yield threshold treaty can be monitored adequately using only
teleseismic data. In the absence of internal stations, or stations located
within 10's or 100's of km of an area of interest it is unlikely that the
level of deterrence, let alonc verification capacity, will provide the
assurance required by those retjponsible for the assessment of the risk
to national security that would arise from a treaty which allows one na-
tion to test even at a very low yield to the detriment of the other.

It should be remembered that monitoring of nuclear tests in space,
in the atmosphere and underwater was fraught with problems in 1963.
However, the verification deficiencies were swept aside with the political
will to achieve PTBT. It could happen again, although it is most unlikely,
for the PTBT had virtually no effect on a nuclear weapons state's ability
to develop weapons or maintain its stockpile reliability. A CTBT will
require adequate verification procedures, each state party to the treaty
will require assurance that the procedures adopted are adequate to
ensure its confidence in the treaty. Our task, and responsibility, as scien-
fists is to provide the politicians with a clear statement of our capacity
to verify compliance with any proposed treaty limiting underground nuclear
weapon tests. This capacity should be defined, with the uncertainties,
so that the benefits and risks of a proposed treaty can be reliably assessed
and that any special verification procedures that may be necessary are
defined and negotiated in advance of the treaty such that confidence in
the treaty is maintained during its existence. This is what the VELA Pro-
gram is and has been all about.
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Relative Magnitude Analysis of
Short-Period P, P-coda and Lg Waves

Douglas R. Baumgardt

Summary
P-coda magitudes, measured at NORSAR for presumed Soviet

explosions, have lower standard deviations around the array than P-wave
magnitudes. Analysis of P-coda chanacteristics indicates that coda waves
are caused by P-wave and surface-wave (fundamental and L.) scatteing
in source, propagation-path, and receiver regions. Preliminary analysis of
relative L, and P-coda magnitudes for the largest Soviet explosions
between 1976 and 192 suggests that these events may have a smaller range
of yield by approximately a factor of two than indicated by network averaged
P-wave magnitudes.

Conclusions
The following conclusions were reached regarding the measurements

on codas recorded at NORSAR for presumed Russian explosions in
western Kazakh:

(i) NORSAR P-coda magnitudes for Semipalatinsk events vary across
the array by about 0.1 magnitude units as compared with about
0.2 to 0.3 units for P-wave magnitudes. Also, array-averaged
estimates of coda magnitude varied more smoothly with time
into the coda than single-channel estimates [Figs. 1(a) and 1(b)].
The same result was obtained for Azgir-Astrakhan events. These
results suggest that local subarray scattering causes random per-
turbations in coda levels which are smoothed out by the averag-
ing process.

(ii) We find that NORSAR P-coda magnitudes, like the L.
measurements of Ringdal (1983), are more 'onsistent with net-
work averaged P-wave magnitudes than NORSAR single-channel
magnitudes (Fig. 2). There is some indication that L9
measurements may be slightly better than P-coda measurements
in terms of reducing scatter and bias.
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Fig. 1(a). Log RMS amplitude levels in 10 adjacent 5-second time windows
on channel 03CO1 starting at the P first arrival for 23 Semipalatinsk events.
Dashed horizontal line is mean noise level before P onset.
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Fig. 1(b). Same as Fig. l(a) except the P and log RMS coda levels are averaged
over all usable NORSAR subarray channels. Dashed horizontal line is mean
noise level averaged over all channels and events.
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(m) P-wave scattering in the source and receiver regions produces
most of the coda energy between P and PP for Semipalatinsk
events recoided at NORSAR. Comparison of coda measurements
in this part of the coda and L and L -coda measurements (Fig. 3)
indicatc that fundamental and highr-mode scattering in the
Semip tsk source region is less important than body-wave scat-
tering in producing long-term coda between P and PP.

(iv) Since there is such a dose correlation between later Le-precursor
coda magnitudes and Lg (Fig. 4) and because the first flat part
of the coda is about 0.1 to 0.2 magnitude units above the L level,
coda magnitudes measured in the flat part of the coda before Lg
(Fig. 5) may be more stable for yield estimation than either PP-
precursor coda measurements or L. and L.-coda measurements.

(v) The coda between PP and L., or the L. precursor coda, where
the P coda envelope appears to flatten (see Fig. 5), arises from
L,-to-P scattering and other regional phases, such as shear

Fig. 3. Residual, with P coda (PP precursor) and L
respect to ISC or NEIS m, of Magnitude Residual
the RMS coda magnitude Relative IS" or NEIS m b

versus the L. residuals for NORSAR channel 0301
channel 03CI. 3.30

3.20

" 3.10 -

3.0o-0

2.90'

2.80 -4.0 4.10 4.20 4.30 4.40

L9 - coda residual
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waves. The time between the energy burst in the coda and L.
is consistent with the burst being P waves produced by L -wave
scattering in the vicinity of the southern Ural Mountains (*ig. 5).

We have begun a relative magnitude analysis of P, P-coda, and L9
magnitudes for the largest Shagan River explosions between 1976 and

Fig. 4(a). Plot of measure- 1.8
ments of PP-precursor coda Apnl 25, 1971 Degeten event
(window 1) against those of 22 NORSAR subarray centers *
L and L-coda (window 3). 0g0
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0

o 1.40
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Fig. 4(b). Plot of measure- 1.6
ments of L.-precursor coda April 25, 1971 Degelen event
(window 2) against those of - 22 NORSAR subarray centers
L, and L-col!. (window 3). 0 Filter 0.6-3.0 HZ

21.4
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,
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1.0 1.2 1.4 1.6

Log RMS L. coda



,D.R. &umog 663

1982 in order to check the contention of Sykes and Cifuentes (1983) that
these events were detonated at nearly the sae yields. Our very
preliminary conclusions, based on initial results summarized in Table 1,
are:

(i) Relative NORSAR L. and P-coda magnitudes for these events
vary by ± 0.04 to ± 0.05 logarithmlic units as compared with ± 0.08
to ± 0. 10 for P-wave magnitudes. Assuming a magnitude-yield

Semipalatinsk NRA

p-pp
Scattered waves

LL P Scattered waves

P PP Ural Mountains

Semipalatinsk NRA

P Coda Generation Mechanisms for
Semipalatinsk~ Explosions Recorded at NORSAR

Fig. 5. Schematic illustration of postulated model for P-coda wave excita-
tion from Semipalatinsk.
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Table 1. Means and Standard Deviations for Magnitude Measurements
of Largest Soviet Explosions, 1976-1982.

Standard No. of
Method Mean Deviation Events

1. Sine-Channel
L, NORSARt 3.11 0.04 5

Mult-Channel
L, NORSARtt 3.01 0.05 5

NEIS mb Corres-
ponding Events 6.12 0.13 5

Corrected mb
Corresponding
Events* 6.143 0.092 5

2. Multi-Station
L' WWSSN*" 6.01 0.07 4

NEIS mb Corres-
ponding Events 6.18 0.10 4

Corrected mb
Corresponding
Events* 6.167 0.036 4

3. Singe-Channel
P-coda NORSAR 1.97 0.05 6

Multi-Channel
P-coda NORSARtj 1.96 0.06 6

NEIS ms Corres-
ponding Events 6.17 0.10 6

Corrected wb
Corresponding
Events 6.160 0.082 6

t Log-RMS amplitude on channel 03C0I (Ringdal, 1983).
TT Log-RMS ampliude averaged over all NORSAR chinnels (Ringdal, 1983).

Station corrections derived by analysis of varianco (Sykes and Cifuentes,
1983).
Absolute mk (L5 ) magnitude estimates (Nuttli, 1983).

t Log-RMS amplitude-channel 03C01 (Baumgardt, 1984).
1 Log-RMS amplitude averaged over all NORSAR channels (Baumgardt,

1984).
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slope of 1, the corresponding yield ranges near 150 kt are ± 17 kt
for L. and P-coda measurements as compared to ± 35 kt for P-
wave magnitudes.

Qi) The variation in L. magnitudes, estimated by Nuttli (1983), and
the corresponding P-wave magnitudes are more comparable.

(iii) We conclude overall that the yield range for these events, based
on L. and P-coda measurements, is smaller by approximately a
factor of 2 than the yield range indted by corresponding P-wave
magnitudes. However, these conclusions must be considered
prelimimary until more data can be examined.

Recommended Future Research
Based on the results of this study, we recommend that the follow-

ing studies be carried out:

(i) Redo the comparison of P-coda and Lg magnitudes using a con-
sistent measurement methodology, i.e., same averaging window
lengths and start points.

(Qi) Investigate the effect of averaging-window length on the stability
of coda and L. magnitudes.

(iii) Investigate the short-term coda (5 to 10 seconds after P) for
Russian events to determine if fundamental-mode scattering is
important in producing short-term coda phases.

(iv) Compare coda magnitudes with fundamental-mode magnitudes on
intermediate band seismograms, such as the mid-period RSTN
band, to determine if high-frequency fundamental mode scatter-
ing generates long-term P-coda.

(v) Detailed analytical studies of the surface-wave scattering
mechanism need to be made. These studies need to address
specifically how fundamental- and higher-mode waves scatter to
produce diving P waves. For example, can topographic expres-
sion scatter Lg waves as effectively as fundamental modes or do
Ltwaves scatter off of deeper seated structures, such as ver-
tical impedance contrasts produced by deeply penetrating faults?
Is L scattering more effective at producing long-term coda than
fundamental-mode waves?
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(vi) Compare coda measurements in the flat part of the coda, which
may be caused by LS to P scattering, with L. measurements for
several events to see if they are as correlated as were the
multichamel measurements for a single event in Fig. 3. Measure
the slowness and azimuths of the coda phrases to see if they are
consistent with P phases arriving from the Ural Mountains.

(v) Investigate whether or not coda magnitudes measured in the flat
part of the coda are more stable than those measured in the coda
between P and PP.

(viii) Apply Nuttli's method to determine absolute L. magnitudes for
NORSAR and investigate relative L. magnitudes for the largest
Soviet explosions.
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The Relative Performance of mb and Alternative
Measures of Elastic Energy in Estimating

Source Size and Explosion Yield

J.T. Builitt and V.F. Cormier

Abstract
A comparison has been made of the relative scatter of classical mb and

alternative measures of P wave enetjfrom underground explosions at test
sites in East Kazakh, USSR. The scatter of the enert measures is observed
among stations in teleseismic arrays of short period GDSN and the local
broadband array at Graefenburg, F.R. G. Four measures of A in log (Af),
spectral magnitudes, peak velocity, rms coda, and ingrated veloty-squared
are compared. The measures are constructed to be in equivalent units of
the flux rate of radiated elastic esngy. All measures are assumed to have
the same slope in a linear regression of log (yield) versus log (measure).
Three independent tests were made of the stability of the yield estimators:
the scatter of the measures using (1) Graefenburg array data, (2) GDSN
data normalized to a reference station, and (3) GDSN data normalized
to a reference event. The difference among the standard devations are small
(s 0. 1 mb units), making it difficult using a small database to conclude
whether the pefonnance of one estimator is significantly better than another.
The relative order in the performance of the yield estimators, however, is
preserved in each of the three tests. The coda measure is the most stable,
followed by the spectral and time-domain A/" measures. The relations
observed at Graefenburg between (1) the amplitude of direct P versus P
coda, (2) the apparent azimuth of direct P, and (3) complexity, suggest that
amplitude variations across an array are a product of scattering along the
entire ray path as well as scattering, focusing, and defocusing localized
in the lithosphere beneath the source and receiver sites.

Graefenburg Array
The Graefenburg array consists of ten vertical-component and three

three-component seismometers arranged in a semicircular arc approx-
imately 150 km long. The instruments are Wielandt seismometers with
an output designed to be flat to ground velocity over the frequency band
.05 to 5 Hz. The broadband nature of the seismometer output simplifies
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the testing of a variety of amplitude measures, because instrument decon-
volution is unnecessary.

Summary of Graefenburg Results. The scatter of the amplitude
measures tested at Graefenburg is summarized in Fig. 1. The error bars
show the estimated experimental errors associated with the each measure
type.

The coda RMS measure performs slightly better than the peak
amplitude measures when long (60 seconds) time windows are used.
Exclusion of the direct P wave from the averaging window in the RMS
coda measure increases the scatter slightly. Frequency-domain methods
perform only about as well as the best of the peak-amplitude measures.

At Graefenburg the energy associated with the direct P wave,
whether measured in ter of peak amplitude or of RMS velocity in the
first 5 seconds, varies from station to station in the same way as the
coda energy. In other words, stations with high peak amplitudes tend
to exhibit large coda amplitudes, and vice-versa. This observation sup-
ports the interpretation that a large fiaction of the coda is generated before
the P wave encounters the lithosphere beneath the array. In this case
the direct P wave propagates upward to the structure beneath the array

Time domain Frequency domain

0.25-

10.20

.2

> 0.10,1

V
C 0.05

la lb Ic d 3a 3b 3c 3d 3e 4d 4g 6d 5f
Measurement type

Fig. 1. Summary of relative performance of all measures tested at Graefen-
burg. Thne-domain measures were applied to high-pass filtered records (cutoff
freqnucy 0.3 Hz), For the two frequency-domain methods, scatters are shown
only for the averaging windows that yielded the greatest and least scatter.
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followed immediately by previously-generated coda energy. The P wave
and coda energy are then focused and defocused in the same fashion by
heterogeneities beneath the array.

The relationship between direct and scattered P amplitudes is not,
however, simply one-to-one. In general, the coda level tends to increase
more rapidly than the peak amplitude. This is confirmed by the observed
positive correlation at Graefenburg between the complexity (the reciprocal
of the ratio of integrated amplitude in the first 5 seconds to that in the
next 30 seconds; Douglas et al., 1973) and the RMS coda amplitude. The
often-observed stabiity of P coda amplitudes relative to direct-P
amplitudes has been interpreted in terms of multiple scattering by small-
scale heterogeneities in the earth (eg. Aki. 1973; Douglas, et al., 1973).
The P coda presumably becomes stable as a result of averaging over
a large number of scattering paths (Aid, 1982). At Graefenburg, however,
the coda appears not to be as "saturated" with scattered energy as would
be expected for waves propagating over the long scattering paths. Thus
some of the coda energy appears to have been generated along a relatively
short path in the crust below the receiver.

These features of the scattered P energy present in the Graefen-
burg records are highlighted in Fig. 2. High-pass filtered broadband
records from three stations are shown with their corresponding peak
amplitudes, coda amplitudes (RMS velocity in the 30 second time win-
dow beginning 5 seconds after P), and complexity. Stations B2 and B3
are separated by no more then 15 kin, while station C2 is about 55 km
to the south of the other two. These seismograms are representative
of the trend seen across the array: as peak amplitude increases, so does
coda amplitude, but at a much faster rate.

These observations suggest that while the P coda amplitudes are
slightly more stable than direct P amplitudes, they may also be subject
to the same focusing/defocusing effects that affect direct P. Focus-
ing/defocusing beneath the NORSAR array, however, seems to affect
direct P more strongly than P coda, and P coda amplitudes can be
significantly more stable than direct P amplitudes there (Baumgardt, 1983;
Ringdal, 1983). Stability of P coda relative to direct P is thus a regional
effect which is not observed at all seismic arrays.

At Graefenburg, then, we see evidence of scattering taking place
at two sections along the source-receiver path: in the crust immediately
beneath the receivers, and somewhere along the path extending from
the source to the bottom of the crust beneath the array. It is not possi-
ble, however, to determine from these observations alone what relative
proportions of the coda energy are generated near the source and along
the teleseismic ray path (Dainty, personal communication, 1983). The
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1.6 0,10 0.5

62

S2.1 0.17 0.6

I
S2.2 0.26 0.7

1*-1O seconds ----

Fig. 2. Seismograms from three stations in the Graefenburg array, showing
the large variation of peak and coda amplitudes of the P wave. The numbers
shown below each seismogram are, respectively, peak velocity, coda
amplitude (RMS velocity in the 30-second time window beginning 5 seconds
after the P arrival), and complexity. Velocities are in units of namsec.

observed instabiity of all yield measures tested at Graefenburg is strongly
affected by three-dimensional sbuctural heterogeneities beneath the array.

GDSN Network
Guided by the results of the ests made on the Graefenbirg data,

we tested a subset of the Graefenburg yield measures on data from the
GDSN (Global Digital Seismic Netwo.k). Short-period GDSN re-ords
of underground nuclear explosions at the Soviet test site in East Kazakh,
USSR, were dconvolved to remove the effect of the instrument response
and converted to velocity records prior to all subsequent processing. All
seismograms were high-pass filtered at 0.5 Hz to equalize the level of
nmcroseismic noise among stations of the network. P wave amplitude
measures Id, 3b, 3c, and 4a, (Table 1) were calculated for each
seismogram.
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Table 1. Description of amplitude measures tested in this study. All measures
shown were tested on the Graefenburg array data; measures marked with
a single asterisk were also tested on GDSN data.

Amplitude Measures Tested

on GRF and GDSN data

Measure Type Time or Frequency Window

1 log(V) Peaks:
a) zero to first peak
b) first peak to first trough
c) maximumr peak-to-peak amplitude
d) n-ximum trace amplitude*

2 kg(A/T) Peaks:
a) zero to first peak
b) first peak to first trough
c) maximum peak-to-peak amplitude
d) maximum trace amplitude

3 log (RMS velocity) Time Windows:
a) P to F+ 5 sec
b) P to P+30 sec*
c) P+5 sec to P+35 sec*
d) P to P+60 sec
e) P+5 sec to P+65 sec

4 log (V) Frequency BaWds:
(smoothed FFT) a) 0.4 - 4.0 Hz*

b) 0 47 - 0.78 Hz
c) 0.5 - 2.6 Hz
d) 0.3 - 3.0 Hz**
e) 0.6 - 3.0 Hz
f) 1.0 - 3.0 Hz

g) 1.0 - 2.0 HZ
h) 0.5 - 1.0 Hz

5 log (V) Frequency Bands:
(narrow-band filters) a) 0.4 - 4.0 Hz

b) 0.47 - 0.78 Hz
c) 0.5 - 2.0 Hz
d) 0.3 - 3.0 Hz**
e) 0.6 - 3.0 H?
f) 1.0 - 3.0 Hz**
g) 1.0 - 2.0 Hz
h) 0.5 - 1.0 Hz

" Tested on GDSN data.
" Best of worst frequency band; scatter shown in Figure 1.
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Summary of GDSN Results.
Reference Station. A reference station normalization was applied

to the four selected amplitude measures at stations ANMO, CTAO,
KAAO, and MAJO. The scatter of each measure was calculated for each
station after averaging over a suite of 10 East Kazakh events. The scat-
ter of the four measures for two reference stations (ANMO and MAJO)
are shown in Figs. 3 and 4. The uncertainty in the value of the scatter
for a given measure is estimated from the experimental errors en-
countered in the Graefenburg study. We assume the experimental error
in the estimate of the scatter of a given unnormalized measure is the
same for both Graefenburg and GDSN data, as amplitudes were calculated
using identical procedures. When the data are normalized in the case of
the GDSN data, however, both the numerator and denominator in the
normalization contribute equally to the error, with the result that the
error in the normalized amplitude is approximately 42 times that of each
of the unnormalized amplitudes. We conclude that the uncertainties in
our estinates of the scatters are approximately ± 0.02 for the RMS coda
measures, ± 0.01 for the peak amplitude measures, and ± 0.03 for the
spectral measures. These uncertainties are indicated in Fig. 3 by the
error bars.

Reference Station: ANMO0.4

* Peak (id)
A RMS Coda (3c)
i RMS Coda (3b)
0 FFT (0.4-4.0 Hz)

C

0I

0.2

0.1 "-

Co oJ I I

CTAO KAAO MAJO
Test station

Fig. 3. Relative performance of four amplitude measures tested on decon-
volved SRO records of 10 East Kazakh explosions. Data normalized to
reference station ANMO. See text for details of data normalization procedure.
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Reference Station: MAJO
0.4

* Peak (1d)
A RMS Coda (3c)
0 RMS Coda (3b)

0.3 - 0 FFT (0.4-4.0 Hz)

• o0.2

0 02-

0.1

m , , I , ,, . , ,

ANMO CTAO KAAO
Test station

Fig. 4. Same as Figure 3, but normalized to reference station MAJ

The two coda measures generally perform better than either the peak
time-domain amplitude or the spectral magnitude. The difference
between the four measures at station MAJO is considerably smaller than
at the other stations. The behavior of the measures at MAJO may be
anomalous because of the relatively complex waveform of East Kazakh
events observed at this station. The complexity at MAJO may be a
product of multipathing in the Japanese slab. At no station does the spectral
amplitude measure perform significantly better than the peak time
domain measure. There is a suggestion that the coda measure performs
better when the P wave is excluded from the averaging window, although
this may not be significant.

Reference Event. Normalization of the data to a reference event
yields similar results. The normalized amplitudes were averaged over
9 stations in the network and the standard deviations calculated. The
results from two typical reference events (events 10 and 31) are shown
in Figs. 5 and 6. The error bars show the estimated experimental errors
as previously described. Here the pattern is more consistent: the two
coda measures perform better than the other measures. The spectral
magnitude usually performs better than the peak time-domain amplitude.
Similar results were obtained with other events selected as reference
events.
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Reference Event: 10

0 Peak (1d)

0.4 A AMS Coda (3c)
I RMS Coda (3b)
-0 FFT (0.4-4.0 Hz)

a 0.3

02 
65

0.1

C I I I

10 13 14 31 32 34
Test event

Fig. 5. Relative performance of four amplitude measures tested on decon-
volved SRO explosion records from 9 stations. Data normalized to reference
event 10,

Reference Event: 31
0 Peak (ld)

0.4 ARMS Coda (3c)
N RMS Coda (3b)
0 FFT (0.4-4.0 Hz)

0.3

"0

O.2

10 13 14 31 32 34
Test event

Fig. 6. Same as Figure 5, but normalized to reference event 31.
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The GDSN seismograms were high-pass filtered at 0.3 Hz to reduce
the microseismic noise level. At some GDSN stations, however,
considerable microseismic energy may be present at frequencies above
0.3 Hz. If a large amount of microseismic energy passes through the filter,
the RMS coda amplitude measure may exhibit spuriously small scatter,
because the noise level may in fact be the most stable feature in the
seismograms. In order to test whether the observed stability of the RMS
coda amplitudes was, in fact, an artifact of the high noise levels, the GDSN
records were high-pass filtered again at 0.5 Hz, and the four amplitude
measures recalculated. The resulting scatters are slightly different at all
stations for each measure, but the relative performance of measure types
is preserved: coda RMS performs better than the peak amplitude or spec-
tral methods, and the spectral method does not perform significantly better
than the peak amplitude measure.

Conclusions
Digital broadband velocity seismograms facilitate computation of a

wide rang-- of physically meaningful measures of radiated elastic energy.
Three independent tests of the stability of several estimators of yield
were conducted using (1) amplitudes from a local array at teleseismic
distance, (2) amplitudes from a teleseismic network, normalized to a
reference station, and (3) amplitudes from a teleseismic network, nor-
malized to a reference event. In each case spectrally averaged magnitudes
perform only about as well as the best measure of amplitude in the time
domain, the maximum peak or trough of broadband velocity in the first
5 seconds. The root-mean-square amplitude of broad-band velocity in
a long time window in the P coda is slightly more stable than the other
measures tested. These conclusions assume a constant slope, for all
measures, in the log yield-log amplitude relations. The amplitude scat-
ters must be adjusted by the corresponding slope factor in order to make
direct comparisons of yield scatter.

While comparisons of the stability of various yield estimators are much
more difficult for a global array when yield data are unavailable, it is still
possible to draw meaningful inferences of the relative performance of
yield measures by normalizing the measures to reference stations and
reference events. Across an array having an aperture of 100 km, or for
an array of sources of the same dimension across a test site, all measures
still exhibit scatter, including the best coda and spectral measures. The
behavior of travel time, azimuth, and slowness anomalies observed at
local arrays suggest that this scatter in amplitudes is due to focus-
ing/defocusing effects of three-dimensional structure beneath the source
and receiver. For some source-receiver paths focusing/defocusing can
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affect the coda level in the same way as it affects the amplitudes in the
first several cycles. When the amplitude of the first several cycles is large
or small, so is the coda amplitude, although the relationship is not one-
to-one. This suggests that a significant fraction of the coda energy is
generated by scattering along the ray path at points other than in the
crust beneath the receiver.
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Estimation of t* for Asian Travel
Paths Using sP and sS Phases

L.J. Burdick and S.P. Grand

Summary
A data set of short period sP and sS observations has been collected

from four strike slip earthquakes in Asia. The value oft* can be determined
from such observations by measuring the value of At* - t* - t* which
is required to explain the shift in frequem-y content between sP and sS. The
additional relationship that t* = 4t* in the earth provides two equations
in two unknowns from which t* and t* can be determined. The average
measured value of t * from 22 sP sS pairs was 0.99 sec. The range in the
measured values is from 0.42 to 1.3 sec. Two of the earthquakes studied
occurred in southern Asia. The central Asian source region appeared to
have a negative attenuation bias of -0.14 sec with respect to the average,
while more tectonically active southern Asia appeared to have a positive bias
of + 0.27 sec.

Introduction
In experiments to measure body wave t*, it is important to find ways

to account for the very crucial unknown of the initial source excitation.
One widely recognized experiment in which this is accomplished in a very
clever way is the measurement of t* from multiple ScS phases (Jordon
and Sipkin, 1977). This approach does not yield information about t* at
frequencies near 1 Hz., however, so other methods need to be developed.
Two approaches that do provide information at these frequencies are t*
measurements from ScP and ScS phases (Sacks, 1980; Kanamori, 1967;
Burdick, 1984) and from Sp and sS phases (Burdick, 1978). The data
set used by Burdick (1978) was limited, however, and additional obser-
vations are needed to substantiate his results. The t* measurnent from
the sP and sS approach offers an important analog to the ScP-ScS
approach. As in the ScP-ScS experiment, it is assumed that the two phases
leave the source with the same initial spectrum. The difference in the
amount that sS has been attenuated with respect to sP (t* - t* ) is
measured from the difference in frequency content of the arriving
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teleseismic signals. The relative rate of P and S wave attenuation is known
with good confidence to be t* / t* = 4 (Cormier, 1982). Thus we have
two equations in two unknowns from which the absolute levels of t% and
t* can be determined. The difficulty with the ScP-ScS experiment is that
the phases penetrate the laterally varying and poorly characterized region
of the mantle just above the core-mantle boundary. The sP and sS phases
do not. The difficulty with the sP-sS experiment is that the phases are
not as well isolated on the record as ScP and ScS phases, and they general-
ly come from seismic sources with more complex mechanisms. The ScP-
ScS and sP-sS experiments in tandem, however, offer one of the most
reliable approaches to measuring t* in the short-period body-wave band.
We here present the results of t* measurements from 22 sP-sS pairs
from four earthquakes that occurred in Asia. This study increases the
number of sP-sS pairs which have been analyzed up to a level similar
to the number of previously analyzed ScP-ScS pairs.

The sP-sS Experiment

The basic geometry of the sP-sS experiment along with the salient
assumptions in the analysis are outlined in Fig. 1. Panel a depicts the
two most important considerations in the experimental design. The first
is that the sP and sS phases are both generated as S waves with initial
upward take-off angles which are similar enough so that we can assume
that their initial excitation is the same. The second is that it is necessary
to work with shallow, near-vertical strike-slip earthquakes. For this fault
orientation, the sP phase is perhaps four or five times larger than the
direct P orpP phases at some azimuths (Langston and Helmberger, 1975;
Burdick and Melman, 1976; Ebel et al., 1978). The sS can be perhaps
twice as large as the direct S phase and is lagged far enough behind so
that it can be separated from it.

Panel b in Fig. 1 illustrates the assumption that the sP and sS raypaths
are essentially identical in their geometry after reflection at the free sur-
face and that the structure near the turning point does not affect the
waveshapes. These assumptions are generally v.id for epicentral ranges
between 30' and 900. It is also noted in Panel b that we assume that
t0 - 4t* (Cormier, 1982). Typical sP and sS arrivals of the type analyz-
ed in this study are shown in Panel c of Fig. 1. The signals shown are
digitized WWSSN vertical (P) and tangential (SH) components. Note that
the sP arrival is much larger than the P or pP and the sS arrival is larger
than S because of the source radiation pattern. The shift in the frequency
content of sS with respect to sP is very strong, is very clear in the data
and therefore can be reliably measured. The value of At* = t* - t*
where 0 and ci refer to S and P wave t* respectively, can be determined
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Fig. 1. Schematic diagram of the sP-sS experiment.

from just the relative change in the sP and sS frequency content.
Absolute amplitude information is not required. This eliminates uncer-
tainties associated with the source radiation, free surface reflection,
geometric spreading and site amplification effects.

The procedure for measuring t* can be formulated as follows. The
standard time domain representation for the sP arrival is

sP(t) = I(t) * Ap(t) * [S(t) • (1)

I(t) is the instrument operator, Ap(t) is the P wave attenuation
operator, S (t) is the source time function including the radiation pattern
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term, Rp is the free surface conversion coefficient and * represents
convolution. The sS arrival is

sS(t) = I(t) * As(t) * IS(t) - RS] (2)

where RSs is the free surface reflection coefficient and As(t) is the
S wave attenuation operator. We assume that the source time function
is the same for both phases. The ratio of the expressions show

sS(t) = c • T(t) * sP(t) (3)

where c is a constant related to the ratio of the free surface coefficients
and the radiation pattern terms and T is a transfer function defined in
frequency domain as the spectrum of As divided by the spectrum of Ap.
We wish to consider both frequency independent and frequency depen-
dent representations for the attenuation operator in this investigation.
The formulation for a causal attenuation operator in which Q is indepen-
dent of frequency in the band of interest was developed by Futterman
(1962). The expression for the operator which we denote as A1 in fre-
quency domain is

tnA(~,*) t*~ {-1 +- [n(- -) - 2]} (4)fn A, (w, t*) = t

where wo is the Nyquist frequency used in the digital evaluation of the
equation. t* is formally defined as

IPath Q- 1 (s) V- 1 (s) ds (5)

The frequency dependent representation for the attenuation operator
which -we will consider was developed by Minster (1978a, b). It is the
attenuation operator for a standard linear solid and it is represented in
frequency domain as

In A2 (w., t*, r.) = . ) (6)
2 (_ T 1+4.02 TMM

It is assumed in this representation that absorption occurs at an almost
frequency independent rate within some absorption band. However, Q
increases (absorption decreases) rapidly outside the band. t* has the same
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meaning as in the Futterman representation at the midpoint of the ab-
sorption band. The increase of Q at high frequency is controlled by 7m

and at low frequency by rM. The increase of Q at low frequency must
occur well outside the body wave band. The value of rM was therefore
simply fixed at 1000 sec. and neglected throughout the course of this
study. The purpose of the investigation was to determine which values
of t* and Tm in the standard linear solid operator or t* in the Futterman
operator best explain the sP-sS frequency shift.

Strike Slip Earthquakes In Asia
The pattern of seismicity in Asia is different than in most other regions

of the world. Tectonic deformation appears to occur throughout the
southern half of the continent rather than being concentrated in narrow
zones near plate boundaries. Moderate or large-sized earthquakes occur
on many widely scattered small faults rather than on a few large ones
as in other areas. Moreover, many of the events are strike-slip, which
makes them useful for measuring t*. Das and Filson (1-975) and Molnar
and Chen (1983) have provided discussions of the tectonics and many
fault plane solutions for the earthquake source regions considered in this
study.

The WWSSN records of many events in Asia were scanned first to
determine whether the events had near-vertical strike-slip mechanisms
and second whether the short period records showed clear sP and sS
phases which were much larger than P, pP or S. Four events which pro-
vided good sP and sS observations were found. The epicenters are plot-
ted on the tectonic map of Alverson et al. (1966) in Fig. 2.

Figure 2 also shows how patterns in the tectonics of Asia might be
expected to cause lateral variations in t*. Such lateral variations are of
importance since they can cause systematic errors in estimation of the
yields of nuclear events. The continent is divided into platforms and fold
systems. The large Russian and Siberian platforms in the north of the
continent have had the longest period of tectonic quiescence and should
be very comparable to the central U.S. or Canadian shield. The southern-
most fold belts have been strongly deformed in the recent past and should
be comparable to the recently deformed portions of the western U.S.
Strong similarities in the seismic character of the central U.S. and
northern Asia and the western U.S. and southern Asia have been con-
firmed by Burdick ot al. (1983). This should mean that t* differences
between the northern platforms and the southern fold belts should be
about 0.2 sec. It is not clear, however, what level of attenuation bias
might exist between the more stable fold systems of central Asia and
those of Southern Asia.
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Figure 2 shows that two of the events studied are well to the south.

One is in the Indochina fold system and one in the south China platform.
The other two are in the more stable Asian fold system and northeast
Siberian fold system. The former is obviously very similar to the Kazakh
fold system where the Soviet nuclear test sites are located. At any rate,
it should be expected that the southern events in Fig. 2 should yield higher
tP measurements than those to the north. Furthermore, t* values for
the northern two events should be appropriate for the nuclear test sites
in the Kazakh fold system. The WWSSN first motion data has been
gathered from the four earthquakes. This data and corresponding fault
plane solutions are shown in Fig. 3.

First Motion Observations
from Asian EarthQuakes

May 18, 1971 July 4, 1974

4*

May 29, 1976 January 4, 1970

" Compression
Dilatation

Fig. 3. First motion observations for events 1 through 4.
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Identification of the sP and sS Arrivals
The first step in the data search procedure was to examine the

WWSSN long penxd records from candidate events. The body wave shape
for a near-vertical strike slip earthquake is very distinctive. At some
azimuths, the P and pP arrivals appear as small precursors to the much
larger sP arrival. The S appears as a small precursor to the sS on the
transverse component. Figure 4 shows sample P and SH waveforms from

Phase Identification on the
Long Period Records

P-Waves CHG SH-Waves WES

May 18, 1971

PDA

July 4, 1974

ADE NUR

"I January 4, 1970

May 29, 1976 " VDAG
.SP 

sS
RJ Synthetics %-

.30 sec

Fig. 4. Sample long period P and SH waveforms from the 4 strike-slip earth-
quakes. The major arrivals are identified in the synthetic waveforms at the
bottom.
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each of the four events used in this study. We adopt the convention in
Fig. 4 and throughout the remainder of this paper of displaying all
waveforms with positive polarity so that they can be more easily com-
pared to each other. At the bottom of the figure are synthetic waveforms
for a 10 km deep strike slip earthquake with a 150 dip on one fault plane.
The P waves all have a very similar shape which is well matched by the
synthetic. We can confidently identify P, pP and sP in the synthetic. The
SH waves are all also very similar and are matched by the synthetic.
We thus can identify S and sS. The waveforms for the January 4, ' 970
earthquake differ the most from the others because this event was
significantly larger and had a more complex time function.

Once the sP and sS arrivals have been identified on the long period
records we can identify them through their timing on the short period
records. Figure 5 shows some long and short period records from the
May 18, 1971 event displayed on the same time scale. The left column

Phase Identification

on the Short Period Records
P sP S aS

P Waves S Waves
UME JCT

NUR SCP

10 sec.

KOO EIl

Fig. 5. Sample long period and short period P and S waves from the May 18,
1971 earthquake. The sP and sS arrivals in the short period records are iden-
tified through their timing.
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shows P waves and the right shows S. There is no difficulty in identify-
ing the sP and sS arrivals. The pP can be clearly seen as a precursor
to sP in the short period records at UME and NUR. The strong fre-
quticy shift between sP and sS is very clear, so that from it we can
accmately measure t* - t,. It can be noted on the S wave records at
JCT and SCP that the sS/S amplitude ratio -pears even larger on the
short period than it appears on the long periox "1,is is, of course, favorable
for the sP-sS experiment. This enhancen.,.;it of upgoing short period S
waves with respect to downgoing was observed in three of the four events
used in the study. The most likely explanation for it is upward directivity
at the source. It would appear from our data search that unilateral up-
ward rupture propagation is fairly common in strike slip earthquakes.

For each event, a suite of short period P waves and a suite of short
period S waves was digitized. Each trace was hand digitized six times
and the results were averaged to suppress digitizing noise. The trdces
were evenly interpolated at a time step of .02 sec.

In the ideal sP-sS experiment, the two phases should be recorded
at the same station. However, this requirement was too stringent to allow
us to compile a large data set. We therefore adopted the procedure of
also measuring the frrcquency shift between good sS observations and
good sP observations from the nearest possible station. It is well known
that the frequency content of short period body waves from earthquakes
varies substantially with azimuth from the source because of directivity
(Ebel and HeImberger, 1982). However, stations within 200 or so of the
same azimuth from the source generally receive very similar radiated
pulses. We also made the approximation of simply treating the horizon-
tal record closest to being transverse as the SH record. This approx-
imation is necessary because digitizing and rotating short period records
is such an unstable and noisy process that the results are seldom reliable.
There were 22 sP-sS pairs analyzed in the course of the study.

The short period data for the May 18, 1971 earthquake in the north-
east Siberian fi ! system (Fig. 2) is shown in Fig. 6. In the top three
instances, both .ie sP and sS observations came from the same station.
In the lower four they came from nearby stations. The stations SCH and
GWC are part of the Canadian network which has a higher frequency
instrument than the WWSSN. Note the coherency between the arrivals
even in this higher frequency band. The N UR, UME and KOD arrivals
from this event also showed good coherency in Fig. 5. The pP arrival
can clearly be seen in the IST and NUR records at the bottom of the
figure. The sS arrival is simple and relatively coherent at all stations.

The sP waves from all the events exhibit the waveform complexity
and azimuthal instabilty typical of short period data. They have, however,



L.J. Burdick and S.P. Grand 687

sP - sS Observations
May 18, 1971

P pP sP S sS

SCP SCP

SCH SCH

GWC b"GWC
5 sec

FLO JCT

TUC GOL

NUR OGO

IST 511.

Fig. 6. The data set for event 1.

enough stable characteristics to indicate the analyses of them would be
meaningful. In all cases, sP is a large impulsive arrival with consistent
timing with respect to P and pP and with an amplitude consistent with
the radiation pattern. The interaction of pP and sP is remarkably stable.
The sS waves are stable and consistent in all the data sets. The frequency
shift between sP and sS is so strong and clear in all instances that it seems
apparent that this data set can be used to place some important constraints
on t*.

The Measurement Procedure
The sP and sS data sets shown in the previous section present some

clear difficulties to further analysis. Identifying the exact onset of the
arrivals of interest is not always possible, which makes windowing them
out correctly an ambiguous procedure. The coda generated by P and
pP within the sP pulse and by S within the sS represent noise in our
analysis. An examination of the records indicates that this noise is pro-
bably substantial in some cases. A procedure for measuring t* which is
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stable in the presence of timing errors and noisy signals is therefore
required. It would also be desirable to use an analytic way of comparing
signals to keep the results as objective as possible. Burdick (1984)
developed such a procedure in his analysis of ScP and ScS waves. We
adopted the same procedure for use in this investigation so we could easily
compare the results of these two analagous studies.

The procedure relies on a normalized cross correlation coefficient
for analytically comparing waveforms to each other. A similar technique
was used by Burdick and Melbman (1976) and Lay et al. (1984). However,
such coefficients are unstable for comparing complex, noisy signals. This
instability is removed in the procedure of Burdick (1984) by cross
correlating autocorrelations of signals rather than the signals themselves.
In this investigation, the procedure was to first window out as accurately
as possible the sP and sS arrivals and to bandpass filter them. The sP
arrival was then filtered by a suite of transfer functions [T(t) in Eq. 3]
corresponding to the possible range oft* in the Futterman or r. in the
standard linear solid operator. The autocorrelation of the sS to define
the optimal values of T, and t*.

It is important to emphasize that the normalized cross correlation
coefficient being used defines a best fit in time and frequency domain
simultaneously. Therefore, though we display our results in time domain,
our conclusions would not change if we had chosen to display their spec-
tra instead. The expression for the cross correlation norm for compar-
ing two waveshapes, a(t) and b(t), defines a best fit between them as
the maximum value of

N(a,b) = a(t) cc b(t) (7)

where cc represents cross correlation. The signals are normalized so that
N(a,a) = N(b,b) = 1. Maximizing N is the same as minimizing

2(1-NV) [a(t) - b(t)]2 dt (8)

or by Parseval's theorem

2(1-N) = [a(w) - b(W)] 2 dW (9)

Thus a maximum of N defines a best fit in both time and frequency
domain. The norm can be recognized in Eqs. 13 and 14 as a least squares
norm evaluated at the ph'se shift of maximum correlation. The norm
is unstable for complex (multi-peaked) data because the wrong peaks may
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begin to correlate with each other. When a (t) and b (t) are autocorrela-
tions of the signals rather than the signals themselves, the central autocor-
relation peaks are always compared to each other.

The measurement procedure was applied to the 22 usable sP-sS pairs
located in our data search. For each pair, standard linear solid operators
were tested for r. ranging from 0.01 sec. to 0.90 sec. The long period
t* levels in the operator (see Eq. 6) were readjusted for each data pair
according to the model of Anderson and Hart (1978). The fact that in
some instances the sP and sS phases came from different ranges was
explicitly taken into account in this correction. The sampling interval in
-,. was .025 sec., which proved to be sufficient for good resolution of
the peak value of the cross correlation coefficient. Futterman operators
were tested for each sP-sS pair at even increments of At*. The values
of At* are related to t* and t* through t* = At*/3 and t* = 4At*/3.
The step size in At* was 0.25 sec. and the range investigated was from
0.25 to 4.0 sec.

The results for one of the two central Asian events (Fig. 2) are shown
in Fig. 7. For each station pair, the windowed and filtered sP and sS traces
are shown first in dark line. Next follows the autocorrelated sS and then
the best fitting, attenuation-filtered sP waves. The best fitting values
of r. are indicated. The values of At* for the central Asian events range
from 1.25 to 4.0 sec. with an average of 2.6 sec. The r. values range
from .01 to .20 sec. with an average value of .10 sec. As should be
expected, higher values of -r, correlate with lower values of At* since
these both imply less attenuation in the passband of the data. The results
of the Tm and t* measurements are summarized in Table 1.

The At* values for the two south Asian events range from 3.0 sec.
to 4.0 sec. with an average value of 3.8 sec. The r. values range from
.01 to .05 sec. with an average value of .015 sec. It appears that there
is a strong attenuation bias between central and southern Asia as might
be expected from the tectonics. The results from southern Asia are also
summarized in Table 1. They are always very comparable to each other
for any given sP-sS pair. This means that the sP-sS experiment does
not in and of itself resolve any frequency dependence in t*. This
dependence can only be inferred by comparing the results from the sP-
sS frequency band to results from other types of t* measurements in
other frequency bands.

Conclusions
It has been demonstrated in this investigation that the sP-sS experi-

ment is a viable way to measure t*. It has been shown that appropriate
strike slip earthquakes occur often enough so that a substantial data set
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GWCC

SCH GWC BWC

2.25 $ V 1.5 At* = 3.08

JLO SCP ~ Y"SCP
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Fig. 7. Best fitting values of Tr and tA for event 1.

can be collected. The data set collected here appears to give estimates
of t* for Asia which are consistent with previous estimates and indica-

tions of lateral variations in t* which are consistent with the tectonics.
The average value of t* for the earth was found to be .99 sec. The cen-
tral Asian fold belts have an attenuation bias of -c.14 whereas more tec-
tonically active southern Asia has a bias of + .27 sec. A frequency depen-
dent (standard linear solid) attenuation operator was tested as well as
a frequency independent (Futterman) one. The two operators fit the data

equally well. Some frequency dependence of t* was required, however,
to reconcile the sP-sS observations with t* from a standard Q model
based on low frequency observations.
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Table 1. Results of the Measurements of t* and r,.

Event STN STN Best Cross Long Long Best Cross
Number for for Fitting Correl. Period Period Fitting Correl.

sP sS A* Coeff. t* t* - ,r Coeff.
(sec.) (sec.) (sec.) (sec.)

1 SCH SCH 2.25 .943 .94 4.53 .175 .939
GWC GWC 1.50 .890 .94 4.46 .200 .862
GWC BLC 3.00 .879 .94 4.16 .010 .873
FLO JCT 1.25 .875 .91 4.16 .200 .813
SCP OGD 4.00 .956 .90 4.32 .010 .935
SCP SCP 2.75 .959 .90 4.32 .100 .958
IST EIL 2.50 .993 .91 4.20 .175 .994

TUC GOL 2.00 .835 .91 4.48 .150 .773

2 ESK KON 2.00 .952 .94 4.37 .125 .943
ESK NUR 2.50 .938 .94 4.30 .100 .927
NAI NAI 1.75 .946 .91 4.35 .175 .927
IST JER 3,75 .891 .93 4.28 .010 .852
IST IST 3.00 .928 .93 4.22 .050 .926
IST ATU 3.50 .830 .93 4.40 .010 .835
IST SHI 3.00 .815 .93 3.80 .010 .816

3 KEV KEV 3.00 .820 .93 4.47 .050 .812
JER JER 4.00 .934 .94 4.51 .010 .918
JER SHI 4.00 .890 .94 4.51 .010 .885
JER HLW 3.75 .934 .94 4.51 .010 .934

4 NUR COL 4.00 .969 .93 3.96 .010 .916
NUR DAG 4.00 .921 .93 4.22 .010 .883
NUR UME 4.00 .831 .93 4.46 .010 .753
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Frequency Dependence of Q in the Mantle
Under the Shield Areas of Eurasia

Z.A. Der, A.C. Lees, L.M. Anderson, J.A. Burnetti,
M. E. Marshall, T. W. McElfresh, and R. Wagner

Summary
A large set of broadband digital data has been analyzed in both the

time and frequency domains to determine the frequency dependence to t*
under the Eurasian shield. We find that t* in this region has a distinct
frequency doendence, with t* increasing with period. For P waves, we find
t* - 0.2 seconds in the 1-9 Hz band, t* - 0.5 seconds in the 0.3-1 Hz
band, and t* - 0. 75 seconds in the 0.02-0.2 Hz band, in all cases lower
than the global average of t; = 1.0 second from long period data. The Q
model with the bestfit to our data has an absorption band which shifts with
depth in the mantle; it includes a relatively low Q in the upper 400 km
of the mantle, high Q's through the rest of the mantle, and no low Q zone
at the base of the mantle.

Introduction
As seismic signals have been recorded over broader frequency

ranges, it has become apparent that Q values derived from long period
observations cannot be applied to short period signals. The Q's measured
from low frequency observations predict amplitudes for high frequency
arrivals that are practically undetectable. However, high frequency
arrivals are commonly and clearly observed; teleseismic short period P
waves often contain significant energy up to 8-10 Hz and high frequency
S waves from deep earthquakes may contain 2 Hz energy above the noise
(Der et al, 1982a, 1982b). Thus, significant differences are beginning to
appear between the attenuation observed in high and low frequency bands.

A natural explanation for these apparent discrepancies is that Q is
frequency dependent in the Earth (Solomon, 1972; Der and McElfresh,
1977; Lundquist and Cormier, 1980). Clearly, the specific forms of this
frequency dependence for various parts of the Earth's mantle would pro-
vide valuable information about the physical processes occurring in the
Earth. Moreover, accurate estimation of yields of nuclear explosions also
requires the knowledge of attenuation properties of the mantle. This study
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is an attempt to obtain a frequency dependent Q model for the mantle
underlying the northern shield areas of Eurasia.

General Methodology
The Eurasian shield is especially suitable for an initial regional study

of the frequency dependence of Q. Since shields tend to have a higher
Q than active tectonic regions, observations can be made over the widest
possible frequency range. Such a study is also aided by the fact that both
events and seismic receivers are available within the shield area.

To examine the possibility of frequency dependence in mantle Q,
data covering a wide range of frequencies must be available for the specific
region studied. The data we utilize includes various types of recordings
of seismic events with paths crossing the northern part of Eurasia. In-
formation at the highest seismic frequencies (up to 10 Hz) is furnished
by short period P wave recordings of nuclear explosions across the USSR
obtained from stations located in northern Europe. Intermediate band
information (0.25-2 Hz) is given by S, SS, ScS, SeP, P, and PP phases
from short period WWSSN records of deep events in the Far East and
Hindu Kush, as recorded in northern Europe. To obtain long period in-
formation, we use digital recordings, again from northern European sta-
tions, of multiple S and ScS from Far Eastern deep earthquakes.

We have used a variety of mutually complementary techniques to
analyze our data: relative time domain amplitudes, waveform modeling,
and spectral methods. The individual spectral components of signals in
attenuating media are reduced proportionally to exp (- f t*(f)), a
factor which thus determines the relative amplitudes of most band-limited
signals. The waveforms and spectral ratios, on the other hand, will mostly
be shaped by the apparent tP, tP, which for a limited frequency band may
be written as

t* = t + f (dt*/df)

We use a combination of t* and t* measurements to determine Q over
a wide frequency range.

Spectral ratios as functions of frequency have been used to derive
t*(f ) from spectra of P waves arriving from narrow ranges of azimuths
(Lundquist and Samowitz, 1981, 1982), i.e. from known test sites to a
set of SRO stations. It can be shown however that such spectral ratios
are dominated by effects of lateral heterogeneities near the recording
stations, because they vary drastically depending on the particular sen-
sor pair chosen within the same array.

Therefore, we cannot depend much on the details of spectral shapes
in narrow frequency bands to specify t* (f); we have decided instead
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to outline the frequency and depth dependence of Q by a combination
of time domain and spectral measurements, each of which gives an
estimate of t* or t* most appropriate to a limited frequency band. In this
paper we shall assume that anelastic losses occur in shear deformation
only, and not in compression, which, of course, needs independent
verification. However, ouw preliminary results in this band can be
explained without anelastic losses in compression.

Analyses of Short Period P Waves
from Nuclear Explosions

For the studies of high frequency attenuation we have utilized P waves
from nuclear explosions in the Soviet Union as recorded at NORSAR
and other Scandinavian and northern European stations. Spectra of P
waves were computed for the first arrivals of a whole suite of events,
and show high frequency signal energy above the noise level up to the
frequencies of 8-10 Hz. Due to the sensitivity of high frequency energy
to Q, these spectra provide a robust constraint on any frequency depen-
dent Q models of the upper mantle almost irrespective of the source
model. At NORSAR, the assumption of a cube-root scaled source
according to the von Seggern and Blandford (1972) source model yielded
t* values of 0.1-0.25 seconds as average estimates for the 0.5-10 Hz
band. Other explosion source models yield essentially the same or lower
t* estimates. The P-wave spectra can be easily matched in gross shape
with a constant frequency-independent t*, which indicates that t* varies
very slowly with frequency (Der et at, 1982; Shore, 1983, Bache, 1984).

In order to outline a Q structure of the upper mantle in the short
period band we have assembled the NORSAR recordings of these events
into profiles following the approach of Masse and Alexander (1974) and
King and Calcagnile (1976), and shall focus on changes in the upper mantle
triplications with frequency (Fig. 1). The model by King and Calcagnile
(1976), which is superimposed on the profiles, was used in our interpreta-
tion because of its relative simplicity and because it fits all of the more
obvious arrivals. Figure 1 shows little change in the patterns of arrivals
between the 0.5-1.5 and 5.0-8.0 Hz bands. This is an indication of a high
Q environment in the upper mantle.

To measure more subtle changes in the frequency contents of the
various travel time branches we have computed spectral ratios between
a few selected branches using several non-overlapping time windows
within the same seismic traces. This has the advantage that source and
receiver effects cancel, and using many traces one can assess the
repeatability of the results. An example of such spectral ratios is shown
in Fig. 2(a). Although the spectral differences are small, the ovemr! slopes
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Fig. 1. (a) Reduced travel time curve of seismic profiles from Soviet PNE's
at NORSAR, filtered into the 0.5-1.5 Hz frequency band. The travel time
triplications from the model of King and Calcagnile (1976) are superimposed.
(b) Same as (a) with the seismic profiles filtered into the 5.0-8.0 Hz frequen-
cy band.

are fairly consistent and repeatable for the same pairs of arrivals. By
raytracing, a Q versus depth model was derived that generally agrees
with our observations as well as with the t* estimates from direct, first
arriving P waves is shown in Fig. 2(b). The t* values predicted by this
model are shown in Fig. 2(c) for the branches of the travel time curve.
The predicted * differentials between the branches of the P travel time
curve are consistent with the t* differentials determined from the spec-
tral ratios. It is also interesting to note that although the Q model in



Z.A. Der et at. 697

Fig. 2(b) has a low Q layer in the upper mantle, the Qp value there is
about an order of magnitude higher than those derived for the same depth
under the western United States (Der and McElfresh, 1977).

Fig. 2. (a) Spectral ratios 18 Sept 1971 West Russia
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Analyses of Intermediate Period Phases
In the following we describe several constraints on the possible range

of t*(f ) in the 0.5-2 Hz band. Measurements of period, rise time, and
short period to long period amplitude ratios were used in the analyses.
We assumed that all losses are in shear deformation, and we used the
empirical relation, ts = 4tp*.

Short period S waves observed at WWSSN stations in Scandinavia
from Far Eastern deep earthquakes usually have very short periods
(between 1 and 2 seconds). If source pulses of reasonable length are
assumed for these fairly large events (for instance triangular pulses of
1-2 seconds duration), the short periods cannot be reproduced for ts 's
much larger than 1 second, as shown in Fig. 3. Doubling this value gives
an upper Uinit of ts = 2 seconds for a double pass through a Scandina-
vian type of upper mantle, corresponding to ti = 0.5 seconds.

Short period S-SS pairs can also be used to define limits on t* in
the mantle. A pronounced low Q zone in the mantle should cause a very
noticeable difference in the waveforms and amplitudes of the short period
S and SS. For a number of S-SS pairs, we have found that the changes
in period as compared with synthetic simulations give ts differentials of
less than 3 seconds in the 0.3-1 Hz range. Similar comparisons of the
periods of P and PP on short period vertical records gives an estimate
of t; .0.5 seconds.

Following the approach of Burdick (1983), we also compared the
periods of ScS-ScP pairs on short period records of deep earthquakes.
Since the downgoing legs of the two phases are nearly identical, they
cancel when spectral comparisons are made, and thus variations due to
structural complexities in the source region are eliminated. The two

Fig. 3. i compatible with 6
the dominant periods of L = 0 a
observed short period S L = 1 0

L 2 nwaves recorded across Fen- - .4 L 3 a s
noscandia from deep events 4
in the Far East and the Hin- a 0 -8
du Kush (marked on the t A # $A
right edge of the figure). The 2 _s,,7
periods of synthetics for 0 #1,2,8,7
triangular sources of various
lengths (0, 1, 2, and 3 0 ,

seconds) are plotted versus 0 1 2 3 4
t,. For reasonable source t
durations, t l 1 second for
these deep events, which
corresponds roughly to
t. - 2 seconds for shallow
events.
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phases do have different bounce points at the core-mantle boundary, and
all reflection coefficients are assumed to be frequency independent. Our

observations give t* - 0.6 seconds for a double pass through the man-
tle, which is lower than Burdick's result.

A time domain approach to the estimation of Q for body waves is
the matching of rise times (Stewart, 1984). t* is taken to be the con-
trolling factor that determines the time between the first arrival break
and the first maximum in the P waveform. Other factors that may in-
fluence the rise time are the shape of the initial source pulse and the
time lag between P and pP. We have measured the rise times for a set
of USSR and one Indian nuclear explosion at NORSAR. The theoretical
rise times were computed by using the cube-root scaled von Seggern-
Blandford (1972) granite source model, the minimum containment depth,
and a range of t's. The results indicate an overall upper limit for t
around 0.5 seconds for frequencies between 0.5 and 5 Hz. It is interesting
that the estimate of tF from the initial rise times is considerably larger
than the estimate for the same data from spectral measurements. This
may be due to some sort of frequency-dependent scattering phenomenon
which causes the high frequency energy to come in later in the wavetrain
as suggested by McLaughlin and Anderson (1984).

The matching of observed and theoretical rise times was also used
to estimate t* from short period S waves. Comparison of the observed
rise times with the rise times of realistic synthetic pulses gives t
approximately 2-3 seconds for a double pass through the mantle.

In the time domain, amplitude ratios of SS/S from corresponding
long and short period records provide an estimate of t* across the 0.07
to 0.5 Hz frequency range. Even when the short period SS ik.ot seen,
this measurement can put a lower limit on t* if the amplitude of the noise
is used as an upper limit on the SS amplitude. Nine sets of these
measurements give AtF < 2.5 seconds.

Analyses of Long Period S Waves
Estimates of attenuation in the long period band were derived from

recordings of deep earthquakes in the Far East. The most suitable phases
for studies of Q are the multiple S and ScS arrivals. To simplify our
analyses we have utilized only the SH components. Both spectral ratios
and waveform modeling were used to estimate t*; amplitude studies in
the time domain were inconclusive, most likely because a simple double
couple is not an adequate fit to the source model.

Spectral ratios of long period S phases give tS = 2-4 seconds for
a double pass through the upper mantle. For multiple ScS phases, the
spectral ratios only gave positive tF differentials in a few cases, and in
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these there is a lot of variability in the r2sults. While the results with
ScS are inconclusive, they suggest that, ii anything, since the multiple
ScS phases are broadened less than the multiple S phases, there is not
a highly atteruating layer in the lower mantle. Figure 4(a) shows some
of the spectral ratios.

Figure 4(b) is an example of the waveform modeling used to get
another handle on the differential t* bei-ween long period multiple S and
ScS phases. The top trace is one arriva and the bottom trave is another
multiple S or ScS from the same record. In between, various t* operators,
and a Hilbert transform if necessary, Lie applied to the first arrival to
find the t* which best characterizes the waveform broadening between
the two phases. For the multiple S phases, we find st. - 3-4 seconds,
similar to that from the spectral ratios. However, as with the spectral
ratios, there is very little visible broadening between the multiple ScS
phases.

Interpretation of the Results and Conclusions
The compilation of the t* and F" determinations above is shown in

Fig. 5. Under the Eurasian shield, t* is clearly frequency dependent, even
when the scatter in the data is taken into account. Note that t* increases

Spectral Ratios Waveform Modeling of
NORSAR Long Period SS-SSSS Pair

72 10 14 48.30 N 148.80 E
mb= 5.5 h =375 KONO

800422(a) q 1.6 (b) 394 km depth
SSs = 78.8o

SS
SOS 21SCS \.-,JSS withf = 0.5 see

th = 1sec
ill, = 2 sec:

SSIS ;lh =3 sec
SSS/S th i = 4 sec

1, "T P 6) sec

SS ~. 8 sec
sss/s -SS&

I - SSSS

0.0 0.1 0.2
Frequency (Hz) 10.0 sec

Fig. 4(a). Spectral ratios of long perjods S and ScS phases at NORSAR. From
top to bottom, t* = 1.1 seconds, t.0 = 1.9 seconds, t4" = 0.9 seconds, and
27t a2.1 seconds or t:" = 1.1 seconds. (b). Waveform modeling of long
period SS-SSSS pair. The minus sign has been applied to the SSSS phase to
account for the two Hilbert Transforms that SSSS has undergone relative to
SS. The best fit Is 2t,*- -6 seconds.
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Fig. 5. Summary of observations of t* versus frequency. The data have been
adjusted to give upper limits on F for the double passa of S waves through
the upper mantle. Each stippled area has been labeled with the appropriate
type of observation.

as period increases, and that t; < 1 second and ts < 4 seconds, where
1 second and 4 seconds are the generally accepted worldwide averages
for tp and ts from free oscillation data.

We have compared our results with the t*'s predicted by six Q models
for the mantle. Two of these are constant, frequency-independent Q
models, which are clearly inconsistent with the observations shown in
Fig. 5. Four models are modified versions of the frequency-dependent
Q model AM of Anderson and Given (1982), models AGM1-AGM4.
AGM1-AGM4 span a range of Q models including high and low Q's in
the upper mantle and the possibility of a low Q region in the lowest several
hundred kilometers of the mantle. The Q models were used in a raytracing
program to determine t* and t* for the various seismic arrivals that were
studied above. The t*'s were used to test the fit of the models to our
observations.

The closest fit to our observations is obtained by model AGM4, which
is shown in Fig. 6(a); the predictions of AGM4 are shown with our obser-
vations in Fig. 6(b). AGM4 is a modification of the AM model of Anderson
and Given (1982). AM and AGM4 both have an absorption band which
shifts with depth, which is consistent with our observation of large t* dif-
ferentials in the long period band and much smaller * differentials in the
short period band. AGM4 has a low Q region in the upper 400 krn of
the mantle. The model does not have a low Q zone at the base of the
mantle; the 500-kn thick zone of Anderson and Given is incompatible
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Fig. 6(a). Plot of the AGM4 model, Qs, versus depth. (b). ifpredictions of the
AGM4 Q model superimposed on the observations from Fig. 5.

with our observations, especially a long period S versus ScS phases, though
we cannot rule out the possibility of a thinner Q region at the core-mantle
boundary.

In the continuation of ths work, we shall further refine the t* obser-
vations and the frequency and depth dependent Q models to more closely
match the observations. Observationally, we plan more studies of the
long and intermediate period phases. In addition to the amplitude and
spectral ratio measurements that we have used to analyze the data, more
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extensive waveform modeling of both individual arrivals and the whole
SH wavetrain will help to refine the observed frequency dependence of t*.

Recommendations for Future Work
This study is a natural starting point for future studies of attenua-

tion under other regions of the Earth. With the frequency dependence
of t* fairly well established for a shield region where energy is observed
to frequencies as high as 10 Hz, the Eurasian shield can be used as a
comparison or reference region when doing studies of smaller regions
or regions where both sources and receivers are not contained within
the region. Also, in a very attenuating region, more information can be
obtained about Q from a seismic ray if it only passes once through the
region (i.e. from a source in the region to a receiver in a high-Q region
or vice versa) instead of twice (from a source to a receiver in the same
region).

This study also suggest that the frequency dependence of Q should
be taken into account when waveform modeling is done to estimate the
yield of an explosion.

References
Anderson, D.L. and J.W. Given (1982). "Absorption Band Q Model for the Earth,"

J. Geophys. Res. 87, 3893-3904.
Bache, T.C. (1984). "The Effect of Q On the Spectrum of Teleseismic P Waves In the

2-8 Hz Band (Abstract)," Geophys. . R. Astr. Soc., 77, 297-298.
Burdick, L.J. (1983). Estimation of the Frequency Dependence of Q From ScP and ScS

Phases, WCCP-R-83-06, Woodward-Clyde Consultants, Pasedena, California.
Der, Z.A., and T.W. McElfresh (1977). "The Relationship Between Anelastic Attenua-

tion and Regional Amplitude Anomalies of Short-Period P Waves in North America,"
Bull. Seism. Soc. Am. 67, 1303-1317.

Der, Z.A., T.W. McElfresh, and A. O'Donnell (1982a). "An Investigation of the Regional
Variations and Frequency Dependence of Anelastic Attenuation in the Mantle Under
the United States in the 0.5-4 Hz Band." Geohys. ]. R. Astr. Soc., 69, 67-100.

Der, Z.A_, W.D. Rivers, T.W. McElfresh, A, O'Donnell, PT Klouda, and M. E. Mar-
shall (1982b). "Worldwide Variations In the Attenuative Properties of the Upper Mantel
as Determined From Spectral Studies of Short-Period Body Waves," Phys. Earth
Planet, Int. 30, 12-25.

King, D.W. and G. Calcagnile (1976). "P-Wave Velocities In the Upper Mantle Beneath
Fennoscandia and Western Russia." Geophys. J. R. Astr. Soc. 46, 407-432.

Lundquist, G.M. and V.C. Cormier (1980)."Constraints On the Absorption Band Model
of Q," I. Ge4ohys. Res., 85, 5244-5265.

Masse, R.P. and S.S. Alexander (1974). "Compressional Velocity Distribution Beneath
the Scandinavia and Western Russia," Geophys. 1. R. Astr. Soc., 36, 705-716.

Mclaughlin, K.L. and L.M. Anderson (1984). "Stochastic Dispersion of Seismic
Waveform Due to Scattering and Multipathing (Abstract)," Eartwake Notes, in press.

Shore, MJ. (1983). "Short Period P-Wave Attenuation In the Middle and Lower Man-
tle of the Earth," VSC-TR-83-7, VELA Seismological Center, Alexandria, Virginia,

Sipkin, S.A., and T.H. Jordan (1979). "Frequency Dependence of Q&s" Bull. Scism.
Soc. Am. 69, 1055-1079.

-a. . . . .... .



704 Frequency Depndexce of Q in the Mantle Under the Shield

Sipkin, S.A. and T.H. Jordan (1980). "Regional Variations of Qss," Bull. Seism. Soc.
Am. 70, 1071-1102.

Solomon. S.C. (1972). "Seisriicc-Wave Attenuation and Partial Melting In the Upper
Mantle of North America," J. Geophys. Res., 77, 1483-1502.

Stewart, R.C. (1984). "Q and the Rise and Fall of a Seismic nilse, " Geophys. J. R.
Astr. Soc. 76, 793-805.

von Seggern, D.H. and R.R. Blandford (1972). "Source Tir, Fanctions and Spectra
from Underground Nuclear Explosions," Geophys. I , li. Soc., 31, 83-97.



705

Source Parameters of Shagan River
East Kazakh, USSR Events

Using Surface Wave Observations

Jeffrey W. Given and George R. Mellman

Summary
The surface waves from 12 events in the Shagan River region USSR

have been inverted for the three observable source parameters using the best
available corrections for propagation. The non-isotropic radiation for all
of the events can be explained by thrust faulting coincident with the explo-
sion with fault strike generally between 310'-330'. The occurrence of
simultaneous thrust typically results in a decrease of M, by approximately
0.2 units.

Analysis
In most source models of underground nuclear explosions,

measurements of the long period source amplitude is essential to accurate-
ly estimate the yield. Measurement of the long period source strength
is, in many cases, contaminated by non-isotropic seismic radiation, which
is observed as SH waves (including Love waves) and azimuthal varia-
tions in the Rayleigh wave amplitudes and phase. Non-isotropic sources
coincident with nuclear tests have been large enough to completely
reverse the polarity of the Rayleigh wave radiation. For such events,
conventional measures of the long period source amplitude, for instance
M,, bear little relation to the explosion strength.

If we can consider a nuclear explosion and accompanying non-isotropic
source as being co-located in space and as having identical time func-
tions, then a moment tensor source is a reasonable model for interpreting
the long period seismic radiation. However, when the source is near the
free surface, only three linear combinations of the six moment tensor
elements can be resolved from observations with wavelengths that are
long compared to the source depth. These three parameters are:

MI + MV M.
SO 2 3

____________________________________________ _______ __________ _______ ________________________________ __________
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=- 2

S2 =Mv,

where we have defined a local cartesian coordinate system at the source
with x directed north, y east, and z, down. The azimuthal radiation pat-
tern for the P-SV system (including Rayleigh waves) can be written as

UR ,= PR(,) (So + S, cos 20 + S2 sin 20)

where UR(w) is the source amplitude and P1 (o) is an excitation func-
tion that depends on the source region elastic structure and source depth.
Similarly for the SH waves:

UL(w) = PL(co) (Sl sin 20 - S2 cos 2,)

In both cases, if the source has a step function time dependence, UR,
UL, PR, PL, are real numbers, and the source initial phase is 0 or 7r.

With only three observable parameters, there is a substantial am-
biguity present when attempting to estimate the isotropic component,
1/3 (M, + MY7 + M.). As a simple example consider an explosion with
strength M, coincident with an earthquake with moment MDC = FM.
If the earthquake is a 450 dipping thrust with MDc = 0.3 M1, then the
radiation pattern is identical to an explosion accompanied by a vertically
dipping, left lateral, strike slip fault with MSc - 0.24 Ms and
Ms - 0.625 M,. An identical radiation pattern is also seen from a 450
dipping normal fault striking east-west with MD"C = 1.2 MI" and
M" = 0.25 MJ. Without further constraints on the source mechanism,
the explosion size (or yield) can vary by a factor of 4. This is not a worst
case example; the source models in the above example have a radiation
pattern that is typical of observations from events in the East Kazakh
region of the USSR.

We have investigated the Rayleigh and Love waves observed on SRO
and ASRO instruments from presumed underground nuclear explosions
in the Shagan River region, East Kazakh, USSR. The source radiation
pattern was determined after correction for propagation effects using the
phase velocity and attenuation measurements of Stevens et a!., 1982.
Table 1 gives the resulting observables, So, S1, S2 for 12 events. We
briefly discuss four examples.
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Table 1. Inversion results.

Event Type So S, S2  M, F Mvc Strike WIs

09115/78 A 2.82 0.17 -0.85 6.4 0.27 1.7 320 0.19
11/04/78 B - 0.09 0.44 -1.98 4.9 0.82 4.1 321 0.51
11129/78 A 2.54 0.52 -0.99 6.6 0.34 2.2 329 0.25
06/23179 A 3.28 0.82 -2.22 10.8 0.44 4.7 325 0.48
07107/79 C - 5.97 - 0.68 -5.27 4.3 2.45 10.6 318 0.03
08/04/79 A 4.44 -0.04 -1.69 10.9 0.31 3.4 314 0.22
08/18/79 B - 1.93 0.17 -3.68 6.3 1.16 7.4 316 0.35
10/28/79 A 4.10 1.77 -1.29 11.6 0.38 4.4 342 0.32
12/02/79 A 5.33 0 0 8 0 0 --- 0
12/23/79 A 2.03 - 0.04 -0.94 5.4 0.35 1.9 313 0.28
09/14/80 B - 0.96 0.76 -5.06 11.3 0.90 10.2 319 0.47
10/12/80 A 3.94 0.63 -0.85 8.6 0.24 2.1 333 0.15

Units of S0, S1, S2, MI, and M,, are 10 " N-zn.
Type A events have initial phase of v at all azimuths, which is appropriate
for an explosion. B events are four lobed with alternating normal and reversed
polarity. C events are reversed at all azimuths relative to the Type A event.

Figure 1 shows the results for the event of 2 December 1979. This
event is very nearly isotropic as seen by the near azimuthal invariance
of the Rayleigh wave amplitudes and the very small Love wave amplitudes.
Although the path corrections of Stevens et al. (1982) give source
amplitudes that are reasonably consistent, we observe that stations with
similar or opposite azimuths show amplitudes that differ by almost a fac-
tor of 2. Since the network coverage is very sparse and almost never
complete we found it necessary to introduce an additional frequency in-
dependent amplitude correction to the Rayleigh waves. This correction
is derived by assuming that the 2 December 1979 event was isotropic
and is simply the ratio of the computed to observed Rayleigh wave
amplitude averaged over the period band of interest. A similar correc-
tion is desirable for the Love waves but is more difficult to derive since
the source of the Love waves cannot be constrained as easily. The
Rayleigh wave amplitude corrections have been included in all of the other
results.

Figure 2 shows the results from the event of 4 August 1979. Substan-
tially more Love wave radiation can be observed, and an azimuthally vary-
ing radiation pattern can be seen in the Rayleigh wave. The observed
Rayleigh wave seismograms for this event are very similar in shape to
the observed seismograms from the event of 2 December 1979.
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Event: Date: 12/02179
GO: 6.11 S1: -0,67S2: 0.55

0 0

270 RT90270 RO9

0
0

180 180
Azimuth vs. Avg. Spectral Amplitude

Maximum Amplitude = 0.05E-03

Fig. 1. Observed and computed source radiation petterns for Rayleigh waves
(right) and Love waves (left) for the event of 12/02/79. The amplitude scale
is linear with the value at the outer circle given below each plot. The
amplitude scale is the same for each radiation pattern; note low level of Love
wave excitation.

Event: Date: 08/04/79
SO: 4.44 Si: -0.04 S2:-1.69

0 0

0.A

270 ANTO 90 270 ANT 0 90

0 Q

180 180
Azimuth vs. Avg. Spectral Amplitude

Maximum Amplitude = 0.74E-09

Fig. 2. Observed and computed radiation pattern for event of 4 August 1979.
See caption, Fig. I for description. Amplitude corrections described in text
have been applied.
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In Fig. 3 we show the results from the event of 14 November 1980.
In this event, although the Rayleigh wave shapes are very similar to those
from the previous examples, at station MAJO and KAAO the polarity
is apparently reversed. Love wave radiation is large for this event and
the apparent initial Love wave phase is identical to the event of 4 August
1979.

In Fig. 4 we present results from an event on 7 July 1979. The polarity
of the Rayleigh waves appears to be opposite that of the 2 December
1979 event at all stations. The Love wave radiation is large and with the
same polarity as with the preceding two events.

If we assume that the mechanism of the non-isotropic radiation in
the Shagan River is the same fo:" all events, and varies only in size relative
to the explosions, then a possible explanation of these results is the trig-
gering of thrust faults by the explosion. This is the only double couple
plus explosion model that can explain all of the observations with a con-
sistent double couple orientation. In Table 1 we present the derived
parameters assuming a 45' dipping thrust event coincident with the ex-
plosion. The strike of the assumed thrust fault is very consistent from
event to event, usually between 3100 and 330'.

The addition of thrust faulting tends to reduce the observed Rayleigh
wave amplitudes relative to an explosion alone, and therefore observed
M, values are reduced. In Table 1 we give M, corrections necessary

Event: Date: 09/14/80
SO: -1.09 Si: 0.06 S2: -4.24

0 0

900 270NT AN90MJ

270F09 

70 A T & 
A Q

0 (* /
180 180

Azimuth vs. Avg. Spectral Amplitude
Maximum Amplitude = 0.13E-02

Fig. 3. Observed and computed radiation pattern for event of 14 September
1980. See caption, Fig, 1 for description. Amplitude corrections described
in text have been applied.
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Event: Date; 07/07179
SO: -5.97 SI: 0.68 S2: -5.26

0 0

270 ') 90 270 / JO*
70 ANTO . .,MAJO 90 ANO., ,-,'

180 180
Azimuth vs. Avg. Spectral Amplitude

Maximum amplitude = 0.15E-02

Fig. 4. Observed and computed radiation pattern for event of 7 July 1979.
See caption, Fig. I for description. Amplitude corrections described in text
have been applied.

to remove the effects of the thrust faulting. The correction, to be added
to the observed M, is about 0.2 units for the typical event. The cor-
rected Ms or similarly M, can be used to place an upper bound on the
size of the explosion, relative to any other double couple plus explosion
source model.

Conclusions and Recommendations
With accurate path corrections and high quality data, surface waves

can be routinely used to extract three source parameters for shallow
events. Further constraints are necessary to estimate explosion yield
because of the presence of long period, non-isotropic, radiation. Future
work should include using any additional long period data to resolve the
source as well as continuing research on combining short-period body
and surface wave data. The analysis should be extended to include a
sizeable number of U.S. and USSR events for comparisons with addi-
tional seismic data.
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Use of P Coda for Explosion Medium and
Improved Yield Determination

LN. Gupta, R.R. Blandford, R.A. Wager
and J.A. Burnetti

Abstract
Spectral analyses of P and P coda on teleseismic recordings of nuclear

explosions at Yucca Flats and Pahute Mesa regions of the Nevada Test
Site (NTS) seem to provide explosion source medium information. The
spectral ratio P/P-coda on short-period vertical component records at
NORSAR show significant correlation with both explosion medium velocity
and transit time between the shot point and the surface. The initial P waves
from an explosion within a low velocity medium are icher in low frequen-
cies as compared to those from an explosion withn a high velocity medium.
The P codas, on the other hand, are relatively insensitive to the near-source
velocity differences frvm one shot to another. Near-source scatteing of
explosion-generatedfundamental-mode Rayleigh waves into teleseismic P
appears to be important. Evidence for this comes from the analysis of
arrivals immediateyfollowingpP and from comparison of P-wave spectra
of adjacent e.;plosions with somwhat different depths. The results offer the

exciting possibility of extracting near-source information from teleseismic
observation of P waves.

Magnitudes based on spectral integration of the initial P, when plot-ted against log yield, indicate considerable separation between the Yucca

Flats and Pahute Mesa events whereas P coda shows no such evidence
of source bias. Coda magnitudes provide a significantly more reliable
measure of yield than the initial P. Moreover, after correcting the spectral
displacement values for the effects of attenuation in the upper mantle and
for source function spectnum based on knowledge of approximate yield or
m, a plot of P-coda magnitude versus log yield appears to have a slope
of unity, This implies that P coda from several stations (with different but
known t* values) can be combined to further improve the field deter-
minations.

Introduction
Scattering of seismic waves due to departure from plane stratified

media appears to play a vital role in the observed ground motion from
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nuclear explosions. A striking example is the transverse component Lg
which is generally larger than the vertical or the radial component (Gupta
and Blandford, 1983a). At teleseismic distances, significantly greater
stability of P coda as compared to teleseismic P has been established
in numerous recent studies (see eg. the review articles by Aid, 1982
and Bache, 1982) so that P coda can be used to obtain stable and reliable
measures of yield. Preliminary results from analysis of NORSAR records
of NTS explosions also offer the exciting possibility of determining source
medium properties from teleseismic observations of P and its associated
coda (Gupta and Blandford, 1983b, Gupta et at., 1984).

Variation of Spectral Ratio P/PCoda with
Overburden Velocity and Depth

Short-period, vertical component NORSAR records of fourteen (14)
underground nuclear explosions were first selected for spectral analysis
of initial P and the associated codas. Figure 1 shows typical waveforms
for the explosions STRAIT at Yucca Flats and POOL at Pahute Mesa.
The yields of the two explosions are nearly equal (POOL is somewhat
bigger). Both records have nearly the same peak amplitude values but
the frequency contents of the initial P wave train appear to be quite dif-
ferent. The P codas on the two records, however, do not seem to be
significantly different. The time windows used for spectral analyses of
initial P and P coda, as indicated in Fig. 1, are 12.8 sec and 25.6 sec

',, STRAIT

304 nm YV - VVVl POOL

V V

4.0 sec 8.8 sec 25.6 sec
P P-coda

Fig. 1. NORSAR records of P and P coda from STRAIT and POOL showing
time windows selected for initial P and P coda. Note that the energy in the
initial P for the two explosions with nearly equal yields is considerably dif-
ferent whereas the P coda levels do not appear to be much different.
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long with the P window starting 4 sec before the onset of direct P. The
spectral ratios P/P-coda were obtained after correcting for noise
by subtracting the power in noise from the power in observed signal.
Results for STRAIT and MAST are shown in Fig. 2 in which the least
squares mean slopes of the P/P-coda spectral ratios for the frequency
range 0.5 to 3.0 Hz are indicated.

A comparison of the spectral ratios in Fig. 2 shows interesting
features. The spectral ratio P/P-coda, on the average, decreases with
frequency for STRAIT and increases with frequency for MAST. In other

STRAIT naO pip coda

100-

10-1

Slope = -0.2751 +1- 0.0409
10- 2

_ 102

E MAST naO PIP-coda

101 -

400 0

100 - 0*

Slope = 0.3049 ±/- 0.0530
10-1 I I I I'

0.00 1.00 2.00 3.00 4.00 5.00
Frequency (Hz)

Fig. 2, Spectral ratios P/P-coda, corrected for noise, for STRAIT and MAST.
Points for which the signal to noise power ratio is less than 2 are not plot-
ted. The dashed lines show mean slopes for the frequency range 0.5 or 3.0 Hz.
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words initial P for STRAIT, an explosion in a low velocity medium is
richer in low frequencies compared to P coda whereas the opposite is
true for MAST, an explosion in a much higher velocity medium. The fre-
quency dependence of spectral ratio PIP-coda appears to be related to
the medium velocity and probably other properties of the near-field
medium. The spectral ratios P/P-coda were also obtained for 12 other
explosions Lfr which the average overburden velocities were known. The
least-squares mean slopes on P/P-coda are plotted against overburden
velocity in Fig. 3 for all 14 xplosions. There is considerable scatter among
the data points but an approinately linear trend with correlation coeffi-
cient of 0.896 is obtained.

Knowing the explosion depth, d and overburden velocity, a one can
obtain the delay time, td = 2d/x for each explosion. This delay time
represents the time interval by which pP will be delayed with respect
to P for waves propagating vertically downwards or for large (teleseismic)
epicentral distances. Figure 4 shows a plot of P/P-coda slope versus td.
If one excludes the four data points in the upper right section of the figure
which belong to explosions with d > 1 kin, an approximately linear rela-
tioaship (correlation coefficient = 0.872) is obtained for the remaining
ten explosions.

A Possible Mechanism

A possible qualitative explanation for the dependence of the spec-
tral ratio P/P-ctda on the overburden velocity can be offered by com-
paring records from shots in low and high velodty media, such as those in
Fig. 1 for STRAIT and POOL. The initial P, as defined in Fig. 1, may

Fig. 3. Mean P/P.coda spec- 0.32
tral slope for the frequency "
range 0.5 to 3.0 Hz vetsus 020
average shot-point to surface 

e

or overburden velocity for 14
explosions. The linear trend E. 0.08
(dashd !lne) shows correla- o f 0
tion coefficient of 0.89. Ca -0.04 "

00"

&z -0.16 "

-0.28

-0.40 I I

1.50 2.30 3,10 3.90

Medium velocity
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Fig. 4. Mean P/P-coda spec- NTS at naO (0.5 - 3.0 Hz)
tral slope versus computed 0.32 -6•
pP-P delay time for 14 explo-
sions. If one excludes the 0.20 "
four data points in the upper .
right section of the figure CLo 0.08
which belong to explosions Z 0"deeper than I km, the linear c

trend (dashed line) for the re- "00-o.o4 ox
maining ten explosions has a "
correlation coefficient of "
0.872. o.-0,16 ,

-0.28 "

-0.40 i

0.45 0.65 0.85 1.05
Delay time

consist mainly of direct P, pP and P waves derived from conversion of
near-source Rayleigh waves (called R - P waves, hereafter.) A review
of available free field seismic data from underground nuclear explosions
(Murphy and Bennett, 1979; Murphy, 1978) show that the RDP's for
explosions in hard rock generally have smaller rise times and greater
ove-shoots than those in soft rock. This means that, for a given yield,
the first P as well as pP for a shot within a lower velocity medium should
be richer in low frequencies as compared to a shot in higher velocity
medium. This effect will explain the lower-frequency content of the first
cycle of P on STRAIT as compared to POOL in Fig. 1.

For an explosion source with source function S (f) within a
homogeneous half space with compressional velocity a, the fundamental-
mode Rayleigh wave amplitude, R is given by the expression (e.g. Hudson
and Douglas, 1975)

R C1S (f) ,1.5 1 0 -2.1td (1)

where a Poisson's ratio of 0.25 is assumed, p is the dersity, r is the
epicentral distance and C1 is a numerical constant. It follows that for an
explosion within a low velocity medium (such as STRAIT), R will be richer
in low frequencies because, for a given shot depth, td will be larger. If
the scattering process responsible for R - P is nearly the same (in both
its amplitude and frequency dependence) for shots in low and high velocity
media, then R - P for a shot within a low velocity medium can also be
of larger amplitude and richer in low frequencies.

4 A
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The P coda used in this study, starting 8.8 sec after the first P and
lasting for 25.6 sec (see Fig. 1), is perhaps suficiently delayed with respect

to the first P so that its spectrum represents an average over such a
large volume around the shot point that the scattering effects of localiz-
ed low or high velocity regions lose most of their significance. The spec-
tral ratio P/P-coda may therefore have a negative slope for explosions
with low overburden velocity and the opposite may be true for shots in
high velocity media, in agreement with Fig. 3. Similarly, the spectral ratio
P/P-coda in which P includes R - P waves should show some correla-
tion with td because the spectral characteristics of R - P are strongly
dependent on td [see Eq. (1)]. This seems to explain the results in
Fig. 4 in which the lack of a linear relationship between P/P-coda slope
and t4 for the four deeper explosions is perhaps due to the much larger
excitation of higher mode Rayleigh waves as compared to the fundamental-
mode Rayleigh wave. Note that since short period surface waves are
confined to a shallow surface layer, we expect that the short-period part
of the Rayleigh wave spectrum for a shallow source will have amplitudes
similar to those for a source in a homogenous half-space (Hudson and
Douglas, 1975). In other words, the assumption of a homogeneous half-
space for short-period fundamental-mode Rayleigh waves may be approx-
imately valid only for very shallow sources.

Results From Neighboring Explosions
A somewhat more convincing test for the presence of R - P waves

can be performed by comparison of records from pairs of explosions near-
by locations but somewhat different depths and delay times. Hannon (1972)
considered the problem of generation of fundamental-mode Rayleigh waves
from a compressional source and found that the initiation of the Rayleigh
wave takes place when the P wave strikes the free surface after travel-
ing a distance of about 2.5d, where d is the source depth. The angle
of incidence at the free surface (about 66%) is such that most of P is
converted to SV. If conversion of Rayleigh wave to P occurs mostly near
the free surface, the R - P pulse should be delayed by approximately
2td with respect to the direct P at teleseismic distances. The dominant
R - P may therefore be assumed to lie within a window starting at a
time 2 td after the first P. The spectral ratios of such windows for two
explosions I and 2, where I is shallower, gives, assuming that the scat-
tering function (which converts R to P) is the same

(R - P), C S(f) 102,18d 2 -td )/ (2)
(R-- P) 2 3 12 f)
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where C2 is independent of frequency. In deriving Eq. (2), the dif-
ferences in a and p between the two explosions are also ignored (see
Eq. (1)). These assumptions are perhaps approximately valid for nearby
explosions. One may evaluate SI(f)IS2(f) by using von Seggern and
Blandford's (1972) source function for known yields of the two explo-
sions. Note that Eq. (2) indicates that the observed spectral ratio of R
- I' waves for shallow/deep explosions should have a positive slope of
about 2.18 times the difference in delay times, if only fundamental-mode
Rayleigh waves are excited. Higher-mode Rayleigh waves based on
realistic crustal models would also indicate a positive slope but of generally
smaller value (see, e.g. Herrmnann and Nuttli, 1975; Hanka, 1982.)

Results from two pairs of explosions TOPGALLANT/STRAIT and
INLET/POOL from NORSAR records are shown in Fig. 5. The Rayleigh
pulse window is about 5 sec long for each explosion. TOPGALLANT
and STRAIT were at the Yucca Flats region, within less than I km of
each other, and with td values of 0.863 and 0.923 sec, respectively.
INLET and POOL were at Pahute Mesa region, within about 5 km of

101
TOP/STRAIT Rayleigh

1loll 00 000 00

10-11

:3 10 I
10'

E INLET/POOL Rayleigh
-C

1.00lO0  _ ** ... 0-° O

10-' J I

0.00 1.00 2.00 3.00 4.00 5.00
Frequency (Hz)

Fig. 5. Spectral ratios of Rayleigh pulses for pairs of nearby explosions,
TOPGALLANT/STRAIT and INLET/POOL. Mean slopes for the frequency
range 0.5 to 3.0 Hz are shown (dashed lines).
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each other, and with td values of 0.538 and 0.614 sec, respectively. The
spectral slopes are corrected for source function because of their
somewhat different yields. Figure 7 shows a mean slope of about 0.20
± 0.06 per Hz for TOPGALLANT/STRAIT. This is in good agreement
with a slope of about 0.13 per Hz predicted by Eq. (2). For INLET/POOL,
a mean slope of 0.14 + 0.06, is obtained, this is again in good agree-
ment with the expected value of about 0.17 per Hz. Similar results have
been obtained for several other pairs of nearby explosions recorded at
NORSAR as well as at a few other distant stations.

P and P Coda Magnitudes Based
on Spectral Integration

Using P and P coda windows specified earlier, spectra corrected for
noise and instrumental response were first obtained for the 14 NTS
explosions. Spectral particle velocities integrated over several frequency
ranges (e.g. 0.5 to 3.0 Hz, 0.5 to 2.0 Hz, 1.0 to 3.0 Hz) were obtained
and plotted against the knoi.n yield of explosions on a log-log scale. The
signal to noise ratio for most explosions fell off rapidly beyond 3 Hz so
that frequencies higher than 3 Hz were not considered to be useful. The
frequency range 0.5 to 3.0 Hz appeared to provide better correlation
with yield than the other frequency ranges. The data for P showed a
large scatter and the Yucca Flats and Pahute Mesa events appeared to
separate out. For P coda, there was no clear distinction between the
Yucca Flats and Pahute Mesa events.

The integrated spectral magnitudes are subject to variations similar
to those for time domain measurements. The effect of pP, which has
a modulating effect on the spectra, will in general be somewhat smoothed
out as compared to its time domain counterpart. P coda should be nearly
free from the effects of pP. The effect of attenuation due to the upper
mantle structure is also important (Blandford, 1976; Marshall et al., 1979)
and should equally apply to P and P coda. A correction for the effects
of attenuation was therefore applied to the spectral data by assuming
t* = 0.4, the value appropriate for NTS shots recorded at NORSAR (Der,
et al., 1983). The particle displacement value for each frequency, f was
therefore multiplied by the term exp (r f t*). Finally, a correction for
the source function was applied using the von Seggern and Blandford
(1972) source time function for the known yields of the 14 NTS explo-
sions. With these two corrections, the integrated spectral magnitude
verus yield plots should ideally have a slope of unity.

The actual results with data points are not shown in this paper because
the yield values are classified. The integrated spectral magnitude
versus yield for the initial P had a standard deviation, a of 0.14 magnitude
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units when a slope of 1 was fitted to the data points. The integrated spec-
tral magnitude versus yield plots indicated a slope of unity. Obtaining a
slope of unity has practical significance since it suggests that corrections
for source function and t* can appropriately be applied to P coda so that
results from several stations (each with its own t* value) can be properly
combined to further improve the yield determinations.

The results for P coda showed significantly less scatter than initial
P, with a - 0.07 m.u. Note that this low value of a is nearly the same
as for yield estimates from regional Lg waves for NTS explosions when
results from several stations were combined (Nuttli, 1983).

Conclusion
Our preliminary results suggest that the spectral analysis of P and

P coda for NTS explosions can provide near-source information such as
overburden velocity and shot depth. Near-source scattering of explosion-
generated Rayleigh waves into teleseismic P seems to play an impor-
tant role in characterizing the observed compressional arrivals. It will
be very useful to continue this work by using more sophisticated tech-
niques so as to verify the preliminary findings and to determine the best
procedures for obtaining near-source parameters from teleseismic
observations.

Magnitudes based on spectral integration of P coda from NTS
explosions provide a much more reliable measure of yield than the initial
P. Furthermore, the spectral displacement of P coda seems to be linearly
related to yield after corrections for the effects of attenuation in the
upper mantle and source function based on knowledge of approximate
yield (mb) have been applied. Slope of 1 on spectral displacement
versus yield plots (on a log-log scale) suggests that results from several
stations can be combined to further improve the yield determinations.
It is also hoped that near-source information, such as that derived from
the spectral ratio P/P-coda, can also be used to further improve the yield
estimates.
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Path-Specific Properties of
Teleseismic Body Waves

Gay M. Lundquist and Ilene R. Samowitz

A model of the material properties of seismic raypaths is of fundamen-
tal importance to studies of both seismic sources and wave propagation.
However, the classic tradeoff between source and propagation means
that neither may be determined precisely until the other is out of the
problem. This research uses a spectral ratio, or "transfer function"
technique to eliminate the source and determine accurate relative path
properties, with emphasis on paths about Russian and American nuclear
explosion test sites. Each transfer function contains information on
anelastic attenuation, geometric attenuation and receiver crustal proper-
ties, including acoustic impedance contrast and laterally refracted and scat-
tered arrivals. Thus, transfer functions become high-quality data sets for
a variety of forward and inverse problems.

Transfer function technology is applied to arrays characterized by
apertures of local and global dimensions. The Warramu-Aga Array in
Australia is used to demonstrate local array behavior, but the major em-
phasis of this paper is arrays of digital stations located 30'o 90' about
the Eastern Kazakh (Semipalatinsk) and Nevada Test Sites. These digital
stations include arrays operated by the UK and stations in the Global
Digital Seismic Network. The method is always applied to arrays relative
to a reference station. Thus, N transfer functions are produced to model
the relative seismic properties of N + 1 paths.

Transfer functions may be used directly as frequency dependent sta-
tion corrections, replacing scalar station corrections in mb estimation.
Seismograms from all channels in a local array or all stations in a global
array are filtered to have the same path properties as the reference path.
For local arrays, this optimizes waveforms for either Mb estimation or
beamforming. For global arrays, the effects of source asymmetry are
displayed on a consistent reference station waveform. In both cases,
significant reduction in mb scatter is obtained by application of transfer
functions as frequency dependent station corrections.

The ideal end result of transfer function research is two filters for
each path: a receiver function which models all near receiver contribu-
tions to observed seismograms and a Q filter which models anelastic pro-
perties of the path. The fact that any component common to both paths
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is lost in the ration process, however, means that the results will be
relative receiver functions and relative path attenuation filters unless out-
side constraints are used.

Estimation of N+ 1 separate receiver functions from N transfer func-
tions requires an additional assumption. A simplicity criterion is im-
plemented to enable estimation of the N+ 1 relative receiver functions,
and the results are verified using comparison of synthetic seismograms
to observation and comparison of synthetic seismogram mb to standard
scalar station corrections. The receiver functions for Eastern Kazakh
(Semipalatinsk) and Global Digital Seismic Network comprise a very
significant advance to the state-of-the-art of seismogram modeling. The
success here of seismogram synthesis demonstrates the importance of
modeling specific path propagation behavior. In particular, studies of
source asymmetry or source-time function must include receiver func-
tions or their equivalent.

Inversion for t* has been significantly improved over results previous-
ly presented. First, the high quality Yield Experiment Data set was us-
ed and a thorough noise study was done to determine effective band-
widths for t* estimation. Second, the inverse technique, which is still
based upon the absorption band model for t*, was enhanced as follows.
A new weighting scheme was applied to remove any dependence upon
choice of reference path by considering all possible spectral ratios equal-
ly. Further, a low frequency gain factor was estimated for each path to
remove effects of acoustic impedance contrast, residual goemetric at-
tenuation and low frequency focusing from the t* estimates. Finally, the
criterion was added that the resulting t* filters be compatible with w - 2

slopes on observed explosion seismogram spectra.
Inclusion of the slope constraint is the same as adding a second spec-

tral ratio into the inverse for each path. Both instrument and source
(W - 2 slope) are deconvolved from observed explosion seismogram spec-
tra, leaving the path Q filter in the presence of noise. The objective then
is to find a set of Q filters which are compatible with both the transfer
functions and the residual seismogram spectra. Experience with the dual
constraints shows that not only can both criteria be satisfied, but that
the tradeoff between absorption band parameters is very significantly
reduced.

Results of enhanced methods applied to improved data sets confirm
previous conclusions that t* must vary as functions of both path and fre-
quency. Relative to the Chiang Mai, Thailand station, W at 2.0 Hz varies
from +.1 to +.9 sec, with most stations falling in the range +.3 to
+ .6 sec. Significant consistency is found in the frequency dependence,
implying that absorption bands along higher attenuation paths are shifted
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to somewhat lower frequencies than those observed for small attenua-
tion paths. This can be an important new constraint on the anelasticity
of the earth.
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Magnitude Anomalies in French Polynesia
P. Mechler and N. Raviau

Introduction
The P wave amplitude, and so the magnitude, of earthquakes

recorded in several seismic stations, show a very large scatter. Even
if the radiation pattern of the seismic source may play a role in the scat-
ter, the main part of it is attributed to lateral heterogeneities in the earth:
variations in the upper mantle attenuation, or crustal structure beneath
the seismic station.

It should so be possible to use the observed magnitude variation to
increase our knowledge of the earth's structure. In fact, the results seem
so randomly distributed that this was never done, and, for a long time,
only single station's corrections were computed.

Recently, A. C. Chang and D. H. von Seggern (1980) examined
whether magnitude bias can be explained by regional and local effects
in LASA subarray's data. They computed a magnitude anomaly, difference
between the actual value of the magnitude in one subarray and the
magnitude published by the National Earthquake Information Service
(NEIS). A smoothing of the results was achieved by averaging together
all quakes which occurred in the same azimuthal sector (a total of 10 sec-
tors around Montana was used). Such an averaging is strongly depen-
dent upon the earth's seismicity, in this case most of the quakes occurred
in only 2 or 3 of the 10 sectors. In this paper, using the seismic data
of French Polynesia, we will examine whether azimuthal variations of
magnitude anomalies can be explained. The "Laboratoire de Gdophys-
ique" (LDG) maintains a seismic network in French Polynesia, with mainly
two subarrays (Fig. 1). Five stations in Tahiti, a volcanic island, with
two sub-actual volcanoes on Tahiti itself and one in the nearby island of
Moorea (and at least 3 active submarine volcanoes at less than 100
kilometers to the East of Tahiti). Four stations in Rangiroa, an atoll, the
second largest in the Pacific Ocean, 350 kilometer to the North-East of
Tahiti. Rangiroa is in the northern part of Tuamotu archipelago.

As French Polynesia is in the middle of Pacific Ocean, its network
records all major earthquakes of the Circun Pacific Belt. The world's
seismicity as seen from Tahiti is relatively homogenous in azimuth, with
exception of the south direction.



P. Mechifr and N. Ravaiau 725

Rangiroa N -

% (:Tahiti

1501W 148'W
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Fig. 1. World seismicity map (Barazangi, M. and Dorman, J., 1969) and loca-
tion of the French Polynesia array. The star indicates the location of the
French Polynesia array. The left part represents in detail a view of the French
Polynesia array.

After a short description of our data set, the paper will have three
main parts: comparison with NEIS magnitude, defnition of local magnitude
anomaly to describe in more detail the effects inside the seismic array
and finally a comparison between magnitude anomalies and travel time
anomalies.

Data Set

The first part of the data set used in this study is given by all quakes,
between January 1978 and July 1979 and recorded in, at least, one of
the nine stations of LDG seismic network in French Polynesia. It
appears that a one-and-a-half year period was not long enough to give
a good azimuthal coverage. Selected events, from 1975 to 1981, which
occurred in less seismic areas were added to the set.

Our final data set contains 733 events among which 299 were record-
ed in all nine stations.

The parameters of the events were taken in the NEIS publications,
the amplitude and period in the LDG bulletin. The re-reading of some
hundred records convinced us of the quality of this bulletin, and the use
of ISC magnitude instead of NEIS magnitude do not change our conclu-
sions. For each quake, in each station, we computed the magnitude by
the well known formula:

mb =log (A) + B (A, h)
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The depth-distance correction function B used was the same as
used in NEIS magnitude computation.

Finally the magnitude of the earthquakes of our data set are in the
range 4.6 to 6.8. This is compatible with the 50% detection threshold
of this network which is around mb = 5.

Comparison with NEIS Magnitudes
For each earthquake, and each station, a magnitude anomaly Amb

Amb = mb (station) - mb (NEIS)

was computed. With this definition, a positive anomaly corresponds to
an earthquake recorded with an amplitude larger than expected from the
published magnitude.

Table I gives the average of mb for all earthquakes; this is the usual
"station correction". The second column gives the standard deviation
and the third the number of events of our set recorded in the correspond-
ing stations. In the mean, Polynesian magnitudes are very similar to
NEIS values (maximum station correction 0.175 to TVO and minimum
- 0.115 for PPN) and this bias is small compared to standard deviations,
of the order of 0.3 magnitude unit.

If we suppose NEIS magnitudes to be a good reference (which is
certainly not the case even if we are not able to propose a better one),
it is important to see if there exists a systematic relation between the

Table 1. Mean magnitude bias and standard deviation of the French Polynesia
stations and subarrays. Magnitude biases are computed against NEIS
magnitudes with the formula: Am.f m b uL - mb Nm.

Stations Mean values of Standard Number of
magnitude bias deviation events

AFR + 0.133 0.266 436
PAE + 0.033 0.299 466
PPT +0.122 0.296 496PPN - 0.115 0.266 466
TVO + 0.175 0.282 495
Tahiti + 0.070 0.269 299
PRO + 0.021 0.297 639
VAH -0.015 0.3'6 584
TPT + 0.035 0.267 643
RUV +0.070 0.309 653
Ranglroa + 0.044 0.266 299
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magnitude's anomalies and some parameters: epicenter's depth,
magnitude, epicenter's distance or azimuth.

The seismic zone number 12 in the Flinn and all, zonation, the Tonga
islands, is well recorded in French Polynesia at a distance of some 40
degrees. By looking at this set of quakes, at same distance and azimuth,
and probably with similar focal mechanism, we were unable to find a
systematic variation with either depth or magnitude.

From Tonga Islands (40 degrees) to Sunda Arc (90 degrees), an all
subset of our quakes is recorded in the same azimuth. Again we were
not able to find a systematic effect of distance.

And so the main parameter of our study will be azimuth.
Figure 2 shows a plot of all magnitude's anomalies versus azimuth

for one of the nine stations (AFR, Tahiti subarray). The 0.3 magnitude
unit s,-aUer trom Table 1 is clearly seen on the plot. We smoothed the
raw data by replacing each of it by an average between all nearby values
(the weighting is a triangular function with an angle of 2.50 at 3 dB). The
shape of the averaged curve is not an artifact of our particular data base;
the shape is the same in one station if we use only the 299 quakes recorded
in all nine stations or all quakes recorded in this particular station. This
shape of the averaged curve is very similar for all nine static-,s. In
Fig. 3 we plotted the results for Tahiti's subarray.

+1 +1

-9,

;4..9..

-1 + +1

+ +1+11

Fig. 2. Magnitude bias versus azimuth in the AFR station. Magnitude biases
are computed against NEIS magnitudes with the formula: Am = m . -
In m . On the left part, raw data are plotted. Circle represents zero m blias.
nsie the circle negative ma bias is represented, and positive mb bias is

represented outside the circle. A smoothed curve is represented on the right
part.
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Fig. 3. Smoothed curve of magnitude bias (ml, - m. ) versus azimuth
for all Tahiti stations.

A first interpretation is that, in a given station, the magnitude anomaly
is the sum of a constant for the station (quality of the rocks on which
the seismometer is installed) and of a function of azimuth which seems
to be nearly the same for all our nine stations in French Polynesia. This
fact had been already found in a preliminary study of our data, in which
all quakes occurring in the same seismic zone had been averaged together.

These results seem to us rather unsatisfactory: it implies there is
no effect of tlhe structure of the islards, which is rather puzzling for five
stations installed around a volcano and in contradiction with the visual
observation of seismic records (e.g. some Aleutian quakes are specially
well recorded in the AFR station). If the local effects which, by experi-
ment we know -xist, ara not seen in the plots of magnitude's anomalies,
it means our processing of tho data is not efficient enough. The scatter
of the anomalies is too large but a part of it is produced by the poor quality
of the published magnitude used for reference.

Regional and Local Magnitude Anomalies
To suppress all influences of a reference value for magnitude we de-

fined the regional anomaly between Tahiti and Rangiroa as the difference
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between the mean magnitude measured in Tahiti and in Rangiroa. Inside
one of the two subarrays the local anomaly of one station is the difference
between the magnitude in this station and the averaged value of its subar-
ray. We defined so relative anomalies but without need of a reference
magnitude and so without influence of a possible error in this magnitude.
We have also to point out that, in a given azimuth, most of the quakes
are coming from the same seismic area (except for west direction). The
influence, if any, of a special focal mechanism will not be important.

Figure 4 shows the regional effects versus azimuth, diff.-rences
between Tahiti and Rangiroa. Figure 5 gives one example of local
effects, inside a subarray, we chose the same AFR station as in Fig. 3.

For both figures, on the left part are plotted the raw data and on
the right one the average curve, with the same weighting function as
in Fig. 3.

A first look clearly indicates a decrease in the scatter of the raw data
(compared with Fig. 3). It indicates that a large part of the scatter was
induced by the poor reference magnitude.

The local variations of magnitude were hidden in the scatter of the
previous plot of magnitude anomalies versus NEIS values. Those local
variations were checked to be in very good correlation with the visual
amplitude's anomalies observed on the graphics records.

Correlations Between Magnitude Anomalies
and Travel Time Anomalies

Several possible explanations were given for magnitude anomalies
inside an array. Among them, local variation of attenuation, focusig and

+0.5 .+0,5

................. ...I +
+0.~.~ . -1 .* +0.5 -1+0.5

+0.5 +0.5

Fig. 4. Regional magnitude bias versus azimuth (ob mean Tahiti minus mb
mean Rangiroa). On the left part raw data are plotted and on the right part
a smoothed curve is presented (see Fig. 2).
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Fig. 5. Local magnitude bias (nib station minus mb moan Tahiti) in APR sta-
tion versus azimuth. The representation is the same as Fig. 2.

defocusing of seismic waves, and more recently, scatter oi seismic waves
due to heterogeneities inside the mantle.

The first effect to look at to support one of these explanations is
to see if there is any correlation between the travel time anomalies and
the magnitude anomalies.

A study of travel time anomalies in French Polynesia was made
recently by P. Marie (1981). All time anomalies values were taken in
this work and only replotted in a format similar to the one we chose for
magnitude anomalies.

The travel time anomalies are observed minus computed time. The
computations were made from the NEIS epicenter's parameters using
the Jeffreys and Bullen Seismological Tables.

A positive travel time anomaly corresponds to a wave arriving later
than expected, as a positive magnitude anomaly corresponds to an
amplitude larger than expected.

For each station, we compared the travel time anomalies versus
azimuth with the magnitude anomalies (magnitude minus NEIS value).
Figure 6 shows a typical plot for one station, the same as above: AFR.
There is no clear correlation with Fig. 2. In both cases the scatter of
the data is very large and in both cases the reference value defining the
anomaly (NEIS magnitude or origin time). It is certainly not accurate
enough to be used in such study.

We explained earlier how we suppressed the influence of magnitude
reference by defining a local magnitude anomaly; the same procedure
may be applied to travel time anomalies.
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Fig. 6. Travel time anomalies versus azimuth. The travel time anomalies
are observed minus computed time. The computations were made from the
NEIS epicenter's parameters using the Jefreys and Bullen Seismological
Tables. On the left part the raw values are plotted. Circle represents zero
travel time anomaly. The travel time anomaly is positive outside the circle
and negative inside the circle. A smoothed curve is represented on the right
part.

Figure 7 gives die results of a regional anomaly, difference between
the mean travel time anomaly in Tahiti minus anomaly in Rangiroa. The
correlation with the plot of Fig. 4 is rather good. If the magnitude is larger
in Tahiti, the waves of this quake arrive later in that subarray.

In a similar way, we have plotted the local anomalies. Figure 8 shows
the results of AFR and has to be compared with Fig. 5. We notice a very
strong correlation between both curves. When azimuth changes, if
magnitude bias increases the value of travel time anomalies increase and
vice versa. This good correlation is available for all Polynesian stations
(see Fig. 9 for Tahiti subarray's stations).

This correlation supposes strong focusing and defocusing of seismic
waves in the immediate vicinity of the stations.

Conclusion
In this experimental study of magnitude anomalies in French

Polynesia, we were led to divide the anomaly in one station into the sum
of 4 main effects:

* A station's constant depending on the geological quality of
the site.

* A very local effect, function of azimuth and strongly correlated
with local travel time anomalies. An earthquake being recorded with
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Fig. 7. Regional travel time anomalies versus azimuth (difference between
the mean travel time anomaly in Tahiti minus mean travel time anomaly in
Rangiroa. The presentation is the same as Fig. 6.

a large amplitude if it arrives late in this station compared to nearby
stations. This supports the hypothesis of focusing and defocusing ef-
fects in the immediate vicinity of the station, probably at the Moho
level which is relatively shallow in this part of the world.

* A regional effect, again function of azimuth, observed
between the two subarrays of Tahiti and Rangiroa. This regional ef-
fect is in good correlation with travel time anomalies between the two

+0.5 +0.5

4 ,

+0.5 +0.5

Fig. 8. Local travel time anomalies in APR station versus azimuth (travel
time anomaly in AFR minus mean travel time anomaly in Tahiti). The
representation is the same as in Fig. 6.
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N Tahiti N

IS ' s,

Fig. 9. Correlation between local magnitude and travel time anomalies ver-
sus azimuth in Tahiti subarray. The five stations are represented. For each
station two smoothed curves are presented:

1) magnitude biases correspond to the exterior curve (see Fig. 5 for AFR)
2) travel time anomalies correspond to the interior curve (see Fig. 8 for

AFR).

islands. Again, this fact supports the hypothesis of focusing and
defocusing but at a greater depth inside the upper mantle.

•A global effect, the same for all stations we used in this study.
We are not in a position of giving an explanation for this global effect
(focal mechanism, heterogeneity in the deep mantle or in the source
area ... ). The large scatter usually observed in magnitude anomalies
study is mainly concentrated in this last effect, and is certainly induced
by the difficulty of defining a good reference value for the magnitude
of an earthquake.

. The four effects we observed are roughly of the same order of
magnitude, of the order of a few tenths of a magnitude unit. .,

':; The French Polynesian Network is, at least on a geographical basis,
S very suitable for such a study: located in the middle of Pacific Ocean it
!: records earthquakes from a large variety of azimuths, and this network
' consists of very well calibrated and identical seismic stations. On the other

rPIR.

S S4
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hand, the number of stations is limited and difficult to increase without
using ocean bottom seismometers. If we were able to show the feasibility
of interpreting at least part of the observed anomalies in term of geological
structure, we are not in a position to really propose a model of the islands
explaining our observations.
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Focal Mechanism Analysis as
a Method for Teleseismic Discrimination

K.L. McLaughlin, D. W. Rivers,
M.E. Marshall, and R.A. Wagner

Summary
The Pearce (1977) algorithm has been shown to be a valid method for

testing the earthquake hypothesis when teleseismic data does not show
adequate pP-P move-outfor shallow events. Improved depth estimates are
available when these depth phases are reliably shown to yield double-couple
solutions. The method has been shown to apply to small events when array
data is available at 3 or 4 stations. Large explosions consistently fail the
earthquake hypothesis when coda levels are taken for maximum pP
amplitudes. Small explosions have not been adequately tested in this regard.
Evaluation of film data of small events has demonstrated the importance
of the seismic analyst's need to compare signals from the common event
at different sites for the purpose of picking pP and sP phases. The utility
of digital data in this regard is greatest in the presence of multiple events
with similar Jbcal mechanisms in the same region, and with origin times
occurring within the p.P-P time of each other. As was found by Pooley et
al., (1983), comparison of dital data to synthetic seismograms is also useful
in evaluation of the output of exhaustive search procedures such as Pearce
(1980).

As a continuing direction of research, we have been evaluating the ef-
ficacy of the Pearce (1977) algorithm as an aid io the discrimination Pro-
cess. In a recent study McLaughlin et al., (1982) concluded that large
explosions consistently violated the "double-couple at depth" hypothesis when
coda levels were chosen for maximum pP amplitudes. Limitations of the
method were found when data was not available from one or more azimuthal
quadrants. Given the same constraints, earthquakes were fund to always
have focal mechanisms. Due to the detection threshold of the GDSN net-
work, it was not possible to examine small earthquakes and small explo-
sions simultaneously, Current work along these lines evaluates the data
for small unidentified events using/film chip data. Although, the small events
in the present data set are not definitively known to be explosions or earth-
quakes, we feel that the preliminary results indicate that the algorithm can
be applied to small events.
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Complications due to the nature offilm chip data make the full utiliza-
tion of the technique difficult. It is difficult to align seismograms from dif-
ferent sites to compare waveforms and choose the most likely pP, sP com-
binations that will ultimately give the most likely depth and double-couple
estimates. This is the most difficult when multiple events produce a profu-
sion of depth phases that are intertwined. Goncz and Barker (1978) show-
ed that it is easier tt make pP picks on a screen full of traces than on each
trace individua!ly. A consistent set of PP-P 'nes then results in greatly
improved locations.

Definition of the Method
The Pearce algorithm (Pearce, 1977) is a systematic method for the

examination of possible double-couple source mechanisms, using amplitude
ratio bounds of pP-to-P and sP-to-P from a network of stations in an
exhaustive search procedure. The method may be used with or without
polarity data. The use of amplitude ratios at a given station helps to
eliminate the requirements for station amplitude corrections. The method
uses the extremal bounds estimated for the P, pP, and/or sP, phases
to infer extremal bounds for the amplitude ratios of pP-to-P and/or sP-
to-P. Since only the extremal bounds of prospective depth phases are
used, the method may be used down to the detection threshold of P.
In the event of no depth phase detection, the P coda amplitude is read
as the upper bound for the depth phase amplitude. The method makes
maximum advantage of low noise stations, and filtering to improve the
P wave and P coda amplitudes with respect to ambient noise.

In the event that no double-couple can be found for the P coda levels
of an event, then it is declared a non-earthquake. In this manner, the
method may be used to window the population of unidentified events by
testing the hypothesis of an earthquake at depth. This method of
discrimination can be applied to small events near the detection threshold
because the method can use the noise levels behind the P wave detec-
tion for depth phase amplitude bounds.

An Example
The Pearce method has shown its utility in selecting from a number

of hypotheses when multiple events occur. Seismograms and inferred
possible focal mechanisms of a couple of earthquakes in the Lake Baikal
region are shown in Figs. I, 2, and 3. The seismograms offer the alter-
natives of either (1) two very shallow earthquakes, or (2) two somewhat
deeper earthquakes (indicated by the labeled P's and pP's). However,
the relative amplitude ratios of h to 1/3 for the first two phases (labeled
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Fig. 1. Short period seismograms of an earthquake 05/22/81 in the Lake
Baikal Region. The event appears to have double P and pP waves. An alter-
native explanation is the possibility of a very shallow earthquake.
Seismograms are only crudely lined up on the initial P wave.

P and P) are consistently the same across the network of stations, and
the Pearce algorithm rejects the hypothesis that these may be interpreted
as P and PP of a very shallow earthquake. The repetition of the two events
as P + P and PP + pP is clearer in the filtered seismograms of Fig. 2. The
sP depth phases are not clearly visible. Possible focal mechanisms are
shown in Fig. 3. From the similarity of P waveforms, it can be argued
that the mechanisms that place nodal planes between the stations are
not reasonable. We can make such an argument based on the entire
waveform, although the "first motion" of each waveform is not clearly
visible.

Extensions and Improvements
Several refinements to the systematic study of focal mechanisms may

be implemented at this juncture. Most of these methods are best
applied to digital data.
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Fig. 2. Filtered short period seismograms for the event of Fig. 1. Double
nature of the event is more evident in the filtered depth phases.

As demonstrated in the above example, although the "first motions"
of two waveforms are not visible, we can use the correlation of two
waveforms to argue that they have the same or opposite polarity. This
is a valuable constraint in the analysis of focal mechanisms of small
earthquakes. The method could also be used as a discriminant, when
two or more P waves are demonstrably reversed with respect to each
other. Even though the net dilatation or compression of each seismogram
may not be readable, the reversed nature of the waveforms would argue
against an explosion source. The application of prediction error filtering
to this possible discriminant is proposed in an accompanying proposal,
but it is clear that the Pearce method of focal mechanisms analysis could
use the results of such a research effort.

The Pearce algorithm as presently implemented only eliminates unac-
ceptable mechanisms. Although the Pearce algorithm often results in a
well constrained set of acceptable focal mechanisms, it J- desirable to
incorporate an estimate of "best-fit double-couple" to the procedure.
This procedure would aid in the selection of acceptable focal mechanisms
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Fig. 3. Focal mechanisms for the double event consistent with the amplitude
ratios of pP/P taken from Figs. I and 2. Polarity data from only one station,
LON, was used to construct the solution set.

for comparison to synthetic seismograms, as well as indicate how well
the mechanism is constrained by the data. The present algorithm would
act as a filter to eliminate those mechanisms that are not worth
considering.

The use of synthetics to model small shallow earthquakes has been
demonstrated by Pooley et al. (1983). The method of relative amplitude
bounds and polarities can be used as a "front-end" together with the
improvement to obtain a best-fit double-couple mechanism to calculate
synthetics.

______________ -_______
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Depth Corrections for Yield Estimation
of Underground Nuclear Explosions

G.R. Mellman, S.K. Kaufman, W.C. Tucker

Abstract
Any seismic source at depth will produce a variety of reflections, both

from the free surface and from near source structural discontinuities. The
interference effects produced by these reflections can produce major changes
both in the waveforms and amplitudes of observed teleseismic seismograms.
We have employed a combination of waveform modeling, relative waveform
inversion, deconvolution and spectral techniques to determine the arrival
times and amplitudes of pP and other early arrivals, and to assess the
effect of these arrivals on the observed magnitude of selected events at the
Shagan River test site.

For the Shagan River events, the presence of early arrivals with
arrival times and amplitudes which vary as a function of both event loca-
tion and receiver azimuth make determination offpP times and amplitudes
quite difficult. By prefiltering and windowing, it is possible to separate pP
from later arrivals. Then, using inversion and deconvolution methods, we
have removed the effects of pP to obtain magnitude estimates based only
on the amplitude of the direct P wave. Results indicate that for the events
studied, pP and later arrivals produce significant magnitude enhancement
at most stations.

Analysis
A seismic source at depth in a realistic earth structure will produce

reflections, both from the free surface and from velocity contrasts at depth.
For a shallow explosion source, these reflections together with late ar-
rivals caused by non-elastic source phenomena, interfere with the direct
arrival, causing bias in yield estimation depending on source depth and
near source structure. In this study, we examine the effects of those
depth phases on yield estimation for underground explosion in the Shagan
River test area.

We may, in general, wish to consider separately the problems of
estimating the absolute effects of depth on yield and the relative effects
on events within a specific test site. In cases where there is no clear
spectral null associated with pP, as is the case for Shagan River events,
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the estimation of depth effects will depend on estimates of receiver ef-
fects and t*. Uncertainties in these estimates lead to uncertainties in pP
times and amplitudes that are sometimes greater than the total variatioa
in PP observed at a test site. It is therefore useful to consider the data
in a relative sense, where only assumptions of the stationarity of t* and
receiver effects are necessary. This allows much finer resolution of pP
effects and provides a means of verifying in detail the validity of the
assumptions used in our depth effect estimates.

We have used several methods to estimate absolute pP thnes and
amplituaes and the effects of these on yield estimation for a suite of Shagan
River explosions in the 5.8 to 6.3 mb range. These techniques produce
estimates of pP times of between .25 and .40 sec, pP amplitude
between .5 and .8 and amplification effects of .15 to .25 magnitude units
compared to expected amplitudes for events without pP.

The simplest technique used to estimate pP effects was to construct
synthetic seismograms, using the best available estimates of receiver
effects (Lundquist et al., 1981), path effects, and a scaled von Seggern-
Blandford time function. By varying pP times and amplitudes, and measur-
ing magnitudes for the synthetic seismograms produced, depth correc-
tion curves were produced for some 19 stations. Figure 1 shows an ex-
ample for station ANTO. The peak at .3 sec. is typical of high frequen-
cy, low attenuation paths. In general, good agreement between synthetics

pP Amplitude Biasing Results
Station ANTO (K= 10, B 2)
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0.0 0.2 0.4 0,6 0.8 1.0
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Fig. 1. Magnitude correction curve for station ANTO for Shagan River source.
Magnitudes of synthetics for specified pP time and amplitude are referenced
to zero pP amplitude synthetics.
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and data was obtained for pP times of .25 to .40 sec. This produces
amplification relative to the zero amplitude pP case of about .2 mb units
for this station, assuming apP amplitude of .8. For this range of pP times,
there is relatively little variation of amplification effects, so that exact
pP time estimates are not critical in determination of mb bias.

The depth correction curves make the assumption that P and pP
are the dominant arrivals for Shagan River events and that the receiver
source and path estimate are not seriously in error. To test the validity
of these assumptions, we have deconvolved P-pP pairs from data, once
again varying pP times and amplitudes. The results for station ANTO
for pP amplitudes of .8 are shown in Fig. 2. The changes in amplitude
as a function of pP time are quite consistent with the correction curve
of Fig. 1. We also note that waveform changes as a function of pP are
useful in limiting allowable pP times. Using results for a variety of short
period and broad band stations, a good case can be made for pP times

Fig. 2. Deconvolution of P. Rel. Decon. Test on ANTO Data Amp. -. 8
pP pairs for recorAing of
08-18-79 Shagan River event 8118/79
at ANTO. Note evolution of
waveform and stability of
amplitude as pP time varies .1sc
from .2 to .4 sec.

.15 sec

.2

.25 sec

.3 sec

.35 sec

.4 se¢ % ' S

.45 sec

.5 s
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iIme (see)
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ip the .25 to .40 sec range. Once again, in this range relatively little change
in amplification effect is seen.

A third method used to estimate PP times and amplitudes, as well
as times and amplitudes of later arrivals, is Li deconvolution. In this
method, a wavelet consisting of instrument, t*, and source time func-
tion estimate is formed. Receiver function estimates may also be included.
The Li deconvolution finds a spike sequence containing the minimum
number of spikes which, when convolved with the wavelet, reproduces
the data seismogram to some specified accuracy.

Figure 3 shows the application of this technique for the 08-04-79
Shagan River event as recorded at YKA. A slightly broadened pP with
amplitude .6 is present at .4 sec. Additional large negative arrivals, star-
ting at .75 sec are evident both in the deconvolution and the original
seismogram. Note that the wavelet in this case does not include a receiver
estimate, so that the spike sequence also includes receiver effects.

Results of Li deconvolutions to this point in time have produced pP
estimates of .3 to .4 sec. Reasonable changes in time function and t*
have been tried. Decreases in tP lead to broadening of the spikes, while
increases lead to a loss of the simple spike-like character of the decon-
volution. Time function changes have somewhat less effect. Thus, the
Li results seem to strongly support PP times of .3-.4 sec, although more
research on possible tradeoffs is needed.

Fig. 3. LI deconvolution of YKA 8/4179
YKA broadband data (top) for
Shagan River event of
8-4-79. Wavelet used has t * Data
of .35 and von Seggern-
Blandford time function. No
receiver estimate was used.
Middle trace shows estimate Decon
of source spike sequence,
while bottom trace shows TIQ 0.35
convolution of spike
sequence with source
wavelet. k v

Recon

0.00 1.00
Time (sec)
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High resolution relative P and pP estimates where obtained using
Relative Waveform Inversion methods (Mellman and Kaufman, 1982) for
a suite of eight short period and broadband stations and 12 Shagan River
events. This processing was complicated by the existence of a large ar-
rival at - .8 sec, which varies in amplitude from event to event and
azimuth to azimuth. This necessitated prefiltering of the data to extend
the bandwidth to both higher and lower frequencies. Using this pre-filtered
data, it was impossible to eliminate the effects of the later arrivals, both
in the RWI procedure and in convention magnitude determination. This
necessitated using a quite short (.8 sec) time window. With this time
window, azimuthally consistent, stable results were obtained. Larger time
windows tended to give azimuthally varying pP estimates.

Figure 4 shows the filtered data for Station ANTO. The later ar-
rival, though fairly small for this station, is evident. Note that there is
very little variation in the early portions of these waveforms. This is a
reflection of small variation in pP times for these events.

Fig. 4. Data set of Shagan ANTO Data from Shagan River
River explosions at ANTO
and filtered data. Note con- Data Filtered
sistency of the early portion 1212179
of the filtered waveforms.

V 12/23179

110128/79

-/kIV% NIVAI %AA" j 8/181794

vV

0.00 2.00
Time (sac)
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The log of the P amplitudes, relative to the 12-02-79 amplitude, PP
times and amplitudes as derived from the relative waveform inversion
are given in the Table 1. We note that the largest variation in pP time
is .06 sec. This is about as expected for events with this variation in
size, assuming constant scaled depth of burial. There does appear to be
fairly good correlation between pP time and event size.

Since these results represent our best estimates of depth corrected
relative yield, it is interesting to compare these estimates with the tec-
tonic corrected surface wave estimates of Given et al., 1984. This is done
in Fig. 5, with all results referenced to 12-02-79. A line with unit slope
has been drawn through the 12-02-79 event for reference. Agreement
between the body and surface wave estimates is quite good, with eight
of eleven events within .15 magnitude units of the reference line and six
events within .05. Three events lie about .25 magnitude units above the
reference line. We note that two of these events are very high tectonic
release events.

One possible expU=tion of the three anomalous events is a change
in the overshoot of the source time function, caused by a change in the
material in which these devices were buried. A second line has been added
to Fig. 5 to illustrate the change expected by varying the von Seggern-
Blandford overshoot parameter from 1 to 2. This change is well within
the changes observed for NTS shots and is not resolvable in the far field
body wave data. More study of additional events in needed, however,
before any definitive statement can be made as to whether Fig. 5 does
indeed show two populations, or whether we are just looking at statistical
variation in a single population.

Table 1. RWI pP Times and Amplitudes for 13 Shagan River Explosions.

Event pP Time pP Amplitude Amaw, Relative
RWI to 12/2/79

12/02/79 .34 - .68 .0
10/12/80 .36 - .79 - .10
09/15/78 .34 - .69 - .10
12/14/80 .39 - .76 - .05
12/23/79 .35 - .76 .09
10/28/79 .36 - .78 .06
08/04/79 .38 -. 79 .14
08/18/79 .37 - .84 .14
07/07/79 .34 -. 76 - .07
06/23/79 .37 -. 77 .16
09/14/80 .37 -. 78 .20
06/12180 .34 - .82 .42
11/04/78 .31 - .67 - .39
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Fig. 5. Comparison of the log Tectonic and Depth Corrected
of the isotropic moment has- Relative m vs M,
ed on surface wave moment for Shagan River Explosions
tensor study with log of
direct P amplitudes based on .3-
RWI study for II Shagan _

River events. A events are .2 2 -8-79 / 14
referenced to 12-2-79. Solid 6-23-79 8/ -79
line in refeeed line ith .1 - 12.-3-79

unit slope passing throughI -279
12-2-79 event. Dashed line . /
represents synthetic change 1 0 77-72

of solid line for change in 1 .- 7-7 , 91-12-8o

overshoot parameter B from - -/

I to 2. -. 2
-. 3

-. 4 1,--. 3 -. 2 -. 1 0. .1 .2

Conclusions and Recommendations
There is strong although not necessarily conclusive evidence for pP

times of .25-.40 sec for Shagan River events in the range of magnitude 6.
These arrivals produce significant mb enhancement. Additional large later
arrivals, which show significant azimuthal variation, may be removed
from consideration by prefiltering of the data. Relative depth corrected
mb shows good agreement with tectonic corrected M, for most events
considered.

Processing of additional events is necessary to determine whether
time mb vs M, relationship is in fact bimodal. Similar studies are also
necessary for NTS, to provide calibration of direct arrival amplitudes.
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Evaluation of the Results of the
DARPA Yield Experiment

J.R. Murphy, B.W. Barker and A. O'Donn&7

Summary
Overthe past sever years, DARPA has been sutpoing a yield estima-

tim e4be t in whih vmu i vative Prcedurs are being tested using
a large, digital explosion data base assembledfor that ppose. These seismic
data, together with preliminary results of the research, have been trans-
ferred to the CSS where they are currently being evaluated.

The indirect estimation of the energy release of underground nuclear
explosions relies primarily on analyses of the seismic waves generated
by the explosions and recorded on specially designed monitoring networks
located at great distances from the source area. This inferential procedure
involves two distinct steps. The first is the determination of a "source
size" related parameter from the observed seismic data; the second is
the correlation of this seismic parameter with energy release at the source
using scaling laws calibrated with data from explosions of known yield.
Although the various aspects of this estimation procedure have been sub-
jected to critical review and revision over the years, the primary seismic
measures of source size have continued to be the classical time domain
mb and M, magnitudes whose definitions date back to the early days of
instrumental seismology. However, it has long been recognized that these
classical magnitudes may not be optimum measures for yield determina-
tion purposes, particularly now that digital seismic data is becoming
routinely available. As a result, a program has recently been initiated
by DARPA to investigate the utility of alternate seismic magnitude
measures. The goals of this program are to employ modern seismological
procedures to determine a variety of magnitude measures from a suitable
sample of explosion seismograms and to assess the advantages aad disad-
vantages of these alternate measures, relative to classical mb and M s,
for yield estimation purposes.

The yield estimation experiment involves two principal features: cor-
rections applied to the seismic data using deterministic models which have
been calibrated against appropriate explosion data and derivation of alter-
nate magnitude measures (primarily spectral) through sophisticated signal



J.R. Manpy at. 749

processing of the corrected and uncorrected digital data. The deterministic
corrections for body waves focus on the effects of source depth, inelastic
attenuation in the upper mantle beneath the source and receiver, and
variations in crustal structure beneath the various observation points.
The detenninistic corrections being applied to the surface wave data are
path corrections which attempt to compensate for variations in disper-
sion and attenuation characteristics along the propagation paths to the
stations of interest. For both body and surface waves, alternate spectral
magnitudes are defined in terms of linear combinations of the outputs
of a series of narrowband filters covering the frequency windows
characteristic of teleseismic P and surface wave arrivals. The other alter-
nate magnitude measure selected for analysis is the scalar moment, MO,
of the isotropic component of the moment tensor corresponding to the
explosion component of the source as deduced from inversion of the
observed surface waves.

The flow diagram for the body wave data is illustrated schematically
in Fig. 1 where it can be seen that classical mb as well as spectral Mb
values are being derived from both the uncorrected and corrected data.
Correction procedures designed to account for propagation path effects
(receiver functions), variations in inelastic attenuation in the upper man-
te beneath the source areas and receiver sites and effects of variations
in source depth (pP interference ffects) are being evaluated. The receiver
function corrections, developed by Lundquist and Kam (1982) are being
determined from the short period data by Sierra Geophysics, Inc. and
can be viewed essentially as frequency-dependent station corrections
which are designed to account for the fact that the relative spectral com-
position of P waves observed at specific sites can be expected to vary due

Receiver f

Mb  Yield
Shor4Nvid AtenuaionEstimation

Source mb ;..

Correctons

~~Fig. 1. Flow diagram for body wave data. '
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to zhanges in yield, source depth of burial, and source medium physical
properties. For each testing area to be investigated, the objective is to
estimate receiver functions at each recording station which has recorded
a required minimum number of explosions from that area and then appl
these corrections to all the remaining data.

The attenuation corrections are designed to compensate for varia-
tions in upper mantle inelastic attenuation beneath the various testing
areas and recording stations. These corrections are being determined
by Teledyne Geotech using their well-documented spectral decay estima-
tion procedures for the attenuation parameter t* (Der et al., 1981). The
objective of this phase of the investigation is to define attenuation cor-
rections for each testing area to be studied and also for each recording
station which has recorded a suitable sample of explosion data from that
area.

The source depth corrections are designed to account for effects
due to variations in pP amplitude and time delay with respect to P and
are being carried out by Sierra Geophysics, Inc., using techniques
developed both by them (Mellan and Kaufman, 1981) and by others
to characterize the PP arrivals. The objective of this phase of the investiga-
tion is to estimate PP amplitudes and delay times for each explosion under
investigation and to define the frequency-dependent effects of this
arrival on the P waves observed at the stations which recorded these
explosions.

Once these corrections have been defined and applied to the raw
cata, traditional time domain (mb) and spectral (Ab) body wave
magnitudes will be determined for all the observations. The spectral Mb
determinations ar, being carried out by S-CUBED using their well-
documented narrow-band filtering procedure (Bache et al., 1979;
Farrell et al., 1982). The output of this process consists of body-wave
magnitude estimates as a function of frequency in a number of bands which
cover the usable teleseismic passband.

The flow diagram for the surface wave data is illustrated schematically
in Fig. 2 where it can be seen that, as with the body waves, classical
M, as well as spectral M, magnitudes are being determined from both
the corrected and uncorrected long-period surface waves. In this case,
an additional alternate magnitude measure, Mo, based on moment ten-
sor inversion of the path-corrected surface waves is also being considered.
The long period data are being corrected by S-CUBED using their sur-
face wave path correction procedure (Stevens et al., 1982) which is design-
ed to account for differences in the effects of propagation (i.e., disper-
sion, attenuation) along the variety of paths characteristic of the propaga-
tion from a specific testing area to the stations of the monitoring network.
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Fig. 2. Flow diagram for surface wave data.

As the corrected data become available, they are being processed
by S-CUBED and Sierra Geophysics, Inc., to obtain spectral M, and
scalar moment M 0 estimat.es, respectively. The surface wave spectral
estimates are being determined using a procedure completely analogous

to that employed with the body waves (Farrell et al., 1982). That is, the
arriving surface wave energy is compressed into a pulse by analytically

removing the effects of dispersion estimated from the path correction
analysis and the resulting pulse is bandpass filtered to give a surface wave
magnitude estimate as a function of frequency. The moment tensor
representation of the effective explosion source function is being obtained
using surface wave inversion procedures which have been developed over
the past decade. The results of this analysis are quantitative estimates
of the isotropic and deviatoric components of the moment tensor and,
ultimately, estimates of the explosion component of the scalar moment,
M0 , for each explosion studied.

For the purpose of the experiment, an explosion seismic data base
consisting of nearly 10,000 digital short-period and long-period
seismograms has been assembled on the classified computer system at
the DARPA Center for Seismic Studies, (CSS), together with cross-
reference files containing the best available station and event informa-
tion. These correspond to data recorded on the AEDS, SRO and WWSSN
networks from 65 NTS, 58 Semipalatinsk and 7 French Sahara explo-
sions. Subsets of these data are being processed by various DARPA con-
tractors to derive the alternate magnitude measures and correction pro-
cedures described above. As they become available, results of these
analyses are being transmitted to the CSS where they are being evaluated
using the entire yield data set. The evaluation phase of the experiment
is still in progress, and only preliminary results are available at the



752 Evaluation of the Results of the DARPA Yield Expiment

present time. In the following discussion, we will briefly discuss some
of the results of the short-period attenuation study in order to illustrate
some aspects of this evaluation effort.

From the perspective of seismic yield determination, the value of
short-period attenuation (i.e., t*) estimates for teleseismic P-wave paths
of interest rests primarily on their ability to provide accurate estimates
of the magnitude biases introduced by variations in upper mantle attenua-
tion beneath test sites and stations of interest. However, it is important
to recognize that there are other factors, such as focusing and crustal
amplification, which can signifcantly affect short-period P-wave amplitudes
and, in some cases, mask the effects of attenuation. This is illustrated
in Fig. 3 which shows selected SRO mb station correction factors com-
puted with respect to reference station CHTO using data from Shagan
River explosions, plotted as a function of the corresponding differences
in t* values with respect to CHTO as estimated by Der et al., (1983).
The straight line on this figure shows the nominal attenuation effect, Amb
= -1 .5MAt*, which should be approximately applicable to explosion P
waves. It can be seen that the variation in mb station corrections is much
larger than that which would be expected from the differences in t*, and
shows little or no correlation with the predicted trend. Another illustra-
tion of this effect is provided by the relative receiver functions, which
represent average P wave spectral ratios between pairs of statio . Figure
4 shows some representative relative receiver functions for four different
SRO stations, computed with respect to reference station CHTO using
Shagan River explosion data (Lundquist and Samowitz, 1983). The straight
lines on these figures correspond to the spectral amplitude differences
expected on the basis of the differences in t* (with respect to CHTO)

Fig. 3. Comparison of +0.2
observed SRO mb station
corrections for Shagan River 0-
explosions with variations in
station t* values determined - BCATO
by Der et al. (1983).

- 0.4 -CTAO

* NAOa
-0.6 -

GRFO
-0.8 MMAJO

-1.0 L - I , L
-0.10 0 +0.10
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Fig. 4. Comparison of the amplitude spectra of the relative receiver func-
tions for selected SRO stations with respect to reference station CHTO deter-
mined by Lundquist and Samowitz (1983) with spectral trends predicted by
the corresponding * differences (straight lines).

inferred by Der et al. (1983) normalized to an amplitude level which pro-
vides the best overall fit to the spectral ratio data. It can be seen that
the trend of the spectral ratios with increasing frequency generally agrees
fairly well with the trends predicted by the inferred differences in tP, as
they should. Again, however, it can be seen that in some cases (e.g.,
CTAO), the nearly frequency-independent offset in amplitude level com-
pletely overwhelms the relatively small effects predicted by the differences
in t*. That is, in these cases the elastic propagation effects are large and
mask any correlation which may exist between t* and mb. This obser-
vation that there is no one-to-one relation between mb anomalies and
variations in t* is not a new one and, in fact, was previously noted in
the analysis of the results of the NTS reciprocal experiment (Der et al.,
1981). However, it does emphasize the fact that there are unresolved
issues concerning the relative importance of variations in short-period
attenuation on mb which remain to be considered in the context of yield
estimation.
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Conclusions and Recommendations
The DARPA yield experiment is now well underway and significant

progress is being made toward the objective of identifying improved alter-
nate procedures for use in yield estimation. However, much work re-
mains to be done to complete a definitive evaluation of the various pro-
cedures being tested, particularly in the area of surface wave analysis.
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Experimental Study of Magnitude
Anomalies in French Polynesia

F. Navarre

The French Polynesia seismic network, right in the middle of the Pacific
Ocean is well situated to study an azimuthal variation of magnitude
anomalies.

We computed these anomalies for 733 events among which 299 were
recorded in all the nine stations used for this study. We first looked the
magnitude's anomalies between the actual records and the magnitudes
published by NEIS. As expected, the scatter of those anomalies is very
large. Nevertheless, we obtained a function of azimuth which is the same
for all nine stations. More interesting is the variation of magnitude inside
the network. The local anomalies may be divided in a constant factor, func-
tion of the quality of the very near geological environment of each station
and a function of azimuth.

This last term is very well-correlated with the local travel time
anomalies. The larger the recorded magnitude, the later the seismic waves
arrive.

This confirms the existence of focusing and defocusing effects in the
propagation of waves through the earth's crust.

Study of Regional Phases
Propagation of Regional Phases in Western Europe. In a former

study an attempt to evaluate the attenuation of L. phases was made by
filtering process on local data for six earthquakes in western Europe.
("Attenuation of Regional Phases in Western Europe" by M. Nicols et.aL.,
BSSA vol. 72 6 pp. 2089-2106, December 1982).

By using more quakes in this area and more adequate methods of
investigation, we tiy to improve the evaluation of anelastic attenuation (and
determination of Q factor) for L. phases in order both to better unders-
tand the propagation anomalies and to get some information on the sources
and station functions.

Method: Spectral amplitudes of Lg phases are computed in each sta-
tion from 0.5 to 15 Hz after having made a seismic noise correction. For
each frequency of any L, phase the amplitude A (fD) is expressed as
follows:

- --
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logA (fD) = logA,(f) - 0logD - !Df + ST(f)

QV

D: distance epicenter - station
Ao (f): source amplitude
a: geometrical spreading attenuation coefficient
V: group velocity
6T(f): station correction

By least-square method. Ao(f), Q(f), and 6T(f) are computed.

Data: 18 earthquakes in France and other parts of western Europe
have been selected. The range of magnitudes M, is 3.3 to 4.7. They have
been recorded in 20 to 25 short period stations from 100 to 1500 km.
Three time windows have been selected on the Lg signals according to
their group velocities: 3.6 - 3.1 km/s; 3.1 - 2.6 km/s; 2.6 - 2.1 km/s.

Main results: The first result we have obtained is an evaluation of
the station transfer function, ST(f) in good agreement with the local seismic
noise spectrum. This BT(f) gives an efficient correction on the function
dispersion versus frequency.

The second result concerns the Q function itself. Obtained for the
18 earthquakes globally, it is expressed as:

Q QofO. 6

with Q, = 300. The scatter is rather important nevertheless, but should
be largely interpreted in terms of regional anomalies.

This part of the work is now to be done. The last result is an evalua-
tion of the source function A. (f) in good agreement with the Brune func-
tion. More work is necessary to better define this source function and
see if it possible by this method to reach some of its main characteristics.

Regional Seismograms Modeling. A theoretical study of the genera-
tion and geometrical attenuation of regional crustal phases has been car-
ried on. It has been done through the computation of seismograms in the
epicentral distance range from 60 to 500 km. The geometrical attenua-
tion of Lg waves with epicentral distance is of the form r -- 8 P wave
amplitudes display a much stranger decay of the form r -15. The spec-
tral density of the crustal transfer function for Pg waves is relatively flat
for frequencies between 0.1 and 5 Hz while L. wave spectra strongly fall
off beyond 2 to 3 Hz.
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The excitation of R wave is insensitive to the depth of the source
within the crust while t L5 amplitude is about 50% higher for a source
in the upper or middle crust than in the lower crust. The amplitudes of
these two waves drastically decrease when the source is below the moho.
These results illustrate the important role of wave guide played by the
crust for the propartion of Ls and Pr

We find that the geometrical attenuation of Pg and Lg waves is in-
dependent of source mechanism. In the case of an explosion the excita-
tion of P is insensitive to the source depth. The L wave amplitude is
small in comparison to P and Rayleigh waves and depends on the
closeness of the source to an interface or to the free surface. (M. Bouchon
ot at., "Theoretical Study of the Excitation, Spectral Characteristics and
Goemetrical Attenuation of Regional Seismic Phases", submitted to the
BSSA, 1983).

T Phases Detection by Seismographs. T phases converted in
seismic waves have been propogated along hundreds of km through the
crust and recorded in different stations of the LDG network. These T
phases were generated by large offshore quakes as the Azores Islands
quakes (1/1/1980 - M, = 6.9).

Using these data and data from offshore chemical blasts recorded on
the LDG network, a comprehensive study of the acoustic- to -seismic-
wave conversion at the continental slope has been carried out.

We found that the wavetrain commonly recorded at the station is com-
posed essentially of P and Sg waves which reach the seismometer under
different azimuths.

Assuming the signal is the sum of discrete arrivals due to different
rays crossing the continental slope at different points, synthetic seismo-
grams are computed and compared to the recorded data.

The transmission of energy from the ocean to the earth is mainly due
to diffraction effects. We point out the influence of the continental slope
on the duration and the amplitude of the T-phase.

A better understanding of the T waves' complexity has been partly
achieved. (Y. Cansi t al., "T Waves with Long Inland Paths: Synthetic
Seismograms", submitted to the JGR, 1984).
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MSS and OBS Data from the Ngendei
Experiment in the Southwest Pacific

John Orcutt and Thomas H. Jordan

Summary
An extensive set of noise, exposion, and earthquake data was collet ted

by the Marine Seismic System (MSS) and ocean bottom seismometer (OBS)
arrays during the 1983 Ngendei experimenat in the Southwest Pacific Basin.
The MSS was emplaced in a drill hole 124 m below the sediment-water
interface. Noise levels in the frequency band 0.5-2.0 Hz observed on the
MSS were 20-30 dB less than those recorded on the OBSs, consistent with
models in which seafloor noise propagates primarily as interface waves. The
refraction data require directional anisotropy in the upper crust and upper-
most mantle; the latter implies a fossil seafloor-spreading direction of
N30°E in this part of the Pacific. Clear SN phases, with an apparent veloci-
ty of 4.7 km s- -, are observed in the refraction data. A number of earth-
quake signals at regional and teleseismic distances were recorded by the
MSS and OBSs. Intermediate focus and deep -focus events from the Tonga-
Kermadec seismic zone show complex P arrivals: these provide new infor-
mation about the attenuation and velocity structure of the oceanic upper
mantle. In particular, the sub-lithospheric mantle beneath the Ngendei site
is highly attenuating, with an average apparent QO of about 300. Because
of this attenuation, the detection threshold of the MSS for distant
(A > 300) teleseismic events is relatively high (Mb - 5.0), At regional
distances (A < 15 0), however, where signals propagate through the high-
Q lithospheric waveguide, events with body wave magnitudes as small as
4.0 are well recorded on the MSS, and the detection threshold is lowered
to about '. '

r ing Jauary-April, 1983, the DIV Glomar Challenger and the RV
Melville deployed and recovered the NORDA/DARPA Marine Seismic
System (MSS) and a six-element ocean bottom seismometer (OBS) ar-
ray at a site in the southwest Pacific (23049'S, 165032'W), approximately
900 km east of the Tonga Trench. The expedition was named Ngendei
after a Polynesian deity associated with volcanoes and earthquakes. In-
strument emplacement and recovery were accomplished as planned, and
the major scientific objectives were achieved; three basic types of

I-
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seismological data - noise, refraction, and ecrthquake - were successful-
ly recorded by both the MSS and the OBS array.

The data analysis program has four primary objectives: (a) comparison
of noise levels and signals recorded by the MSS and OBS sensors to
assess the signal-to-noise improvement attainable by burial of
seismometers below the sediments in a deep-ocean environment, (b) use
of noise data to investigate the mode of noise propagation on the sea
floor and to test physical models of noise generation in the deep ocean,
(c) analysis of refraction data to study the structure of the crust and up-
per mantle, in particular, the anelastic and anisotropic structure of the
oceanic lithosphere, and (d) use of earthquake data to examine the pro-
pagation of seismic signals to regional and teleseismic distances over purely
oceanic paths and to constrain elastic and anelastic models of the sub-
lithospheric mantle.

Noise Data
The comparison of absolute values of seismic noise at the sea floor,

as measured by the OBSs, with values recorded by the sub-bottom MSS
is a major component of this study. The MSS was deployed in DSDP
hole 595B at a depth of 124 m below the sediment-water interface, ap-
proximately 54 m into basaltic basement. It was anticipated that noise
levels would decrease substantially with depth of burial given the work-
ing hypothesis that high-frequency (- 1 Hz) noise travels largely as a
fundamental-mode Stoneley wave along the sea floor. The Leg-78B
deployment of the MSS yielded results which supported this hypothesis
(Adair etal., 1984), but a full-fledged test of noise models was not possi-
ble with the data from this experiment because of the lack of OBS array
measurements at the time of MSS recording.

Figure 1 depicts the response of the OBS and MSS instrumentation
employed during Ngendei. The MSS mid-period channel has a much lower
gain than the short-period channel. The high end of the MSS short-period
response was substantially modified over that illustrated by the Gould
anti-aliasing FIR filter, which essentially eliminated all energy above about
18 Hz. The Nyquist frequency was 20 Hz for the MSS and 64 Hz for
the OBSs.

Figure 2 illustrates the absolute ground-motion noise levels for the
period beginning at 0635 Z on 8 February 1983. The spectra from the
MSS and Suzy (one of the OBSs) were stabilized by stacking ten spec-
tral realizations from contiguous, tapered windows of 13-second dura-
tion. Both the Glomar Challenger and the Melville were on station near
the drill site at this time; a 10 Hz peak associated with the thrusters on
the Challenger can be seen in both data sets. The spectra differ by only

.!
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Fig. 1. A comparison of the MSS and OHS response functions used in the
Ngendei experiment. The MSS Nyquist frequency was 20 Hz; the response
of the MSS was modified by a low pass FIR filter (not shown) to prevent alias-
ing. The OBS response is broader band and has a Nyquist frequency of 64 Hz.

a small amount in the vicinity of the microseism peak at 34 s period,
but the difference increases at higher frequencies, reaching approximately
20 dE at a frequency of 2 Hz. Figure 2 also shows several continental
noise spectra for comparison. The Brune-Oliver upper bound is taken
from Brune and Oliver (1959), as normalized by Melton (1976), and
represents the highest noise levels expected for a continental site. The
MSS/OBS levels are lower than this bound (the penetration of the bound
at a frequency of 0.17 Hz by the Suzy spectrum is largely owing to the
increasing OBS electronic instrument noise generated by low-power
CMOS amplifiers). The Lajitas, Texas, spectrum, the lowest ever
documented on continents (Herrin, 1982), and the very quiet Queen
Creek, Arizona, measurement (Melton, 1976) are also plotted. (The
Queen Creek spectrum, as noted by Herrin (1982), is nearly identical
to Lajitas at frequencies below about 0.7 Hz.) The Ngendei noise levels
are higher than at these continental sites but, above 1 Hz, are substan-
tially less than those of average continental stations. The uncorrected
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Fig. 2. Power spectra of simultaneous sea-floor noise estimates for the MSS
and OBS Suzy. These power spectra are compared to the Brune and Oliver
continental upper bound and to two extremely quiet continental
measurements described in the text. The 10.1k (overtone) peaks are ship noise
from the DIV Glamar C"Ieg.

noise levels before and after Challenger departure are illustrated in
Fig. 3; substantial improvements are realized in the OBS levels at
frequencies above 3 Hz and in the MSS levels above 10 Hz.

Refraction Data
The seismic refraction experiment conducted at the Ngendei site con-

sisted of a star pattern (4 split profiles) with legs extending to approx-
imately 60 km range. Two legs, normal to one another, were extended
to 250 and 150 km to evaluate deeper lithospheric structure. Figures
4 and 5 illustrate the MSS and OBS data for one of the lines; topographic
corrections have been applied.

The OBS seismograms show clearly the high-frequency noise
generated by Challenger (cf. Fig. 3) and, because of the broader band-
width of the OBS response (Fig. 1), contain substantially more energy
at high frequencies. The OBS signals fell below the noise level beyond
a range of about 70 km, whereas the MSS yielded observable signals
out to 250 km.

iA
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Fig. 3. Power spectra, un- Noise Observations Before
corrected for instrument and After Ship Departure
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a frequency of 3 Hz. The flat 
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Fig. 4. Marine Seismic System data from an explosion seismology line ex-
tending from the MSS/OBS array to the southwest reduced at 8 km s-i. The
MSS began its first recording when the epicentral distance was about 20 km.
The events between 0 and 20 km were shot at a later time and, hence, can-
not be directly compared to the OBS records in Fig. 5. The crossover between
P and crustal phases occurs at about 35 km. Note the larger shear waves
arriving at later times.
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Fig. 5. Same as Fig. 4 as recorded by an OBS. The OBS records are noisier
due to the presence of the D/V Cha//enger, and sediment reverberations con-
taminate the later portions of the record. The large impulses in some records
(e.g. at 36.5 kin) are caused by tape recorder turn-on transient after the OBS
CMOS memory buffer has been filled.

Figures 6 and 7 contrast two of the distant events from the refrac-
tion line in Figs. 4 and 5. The OBS and MSS seismograms have been
aligned by a correction for the depth differences. The two data sets are
nearly identically in phase with the MSS appearing largely as a filtered
version of the OBS data. The OBS data have higher signal amplitudes
after the arrival of the initial compressional wave; we attribute this signal
to reverberations within the gelatinous sediment layer.

Shot 4260 (40 kin)

0.4

Fig. 6. An event from profikt
4B as recorded by an OBS
(top trace) and the MSS (mid-
due trce). The 0. record,
with a greater bandwidth, -ontains a great deal o noise c-

from DIV Ch "/enger. The -0.4
two seismograms are over-
lain in the bottom trace to
emphasize the coherence of
the P wave. The coherence -0.8
deteriorates after 1.0-1.5 s
as low-velocity shear-wave
reverberations in the sedi- 0.0 1.5 3.0
ment are sensed by the OBS. inme (sec)
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Fig. 7. Another trace from Shot 4269 (58 kin)
profile 4B. The initial arrival
in P. while the large second
arrival is a 'reflection' from 0.4
the Moho. Again the MSS ap-
pears as a low-pased ver-
sion of the OBS data.

S0.0

C -0.4

1.8

0.0 1.5 3.0
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The gross velocity structure of the crust at this site is typical of the
older parts of the Pacific Basin. Strong compressional-wave anisotropy
(8.0 to 8.4 or 8.5 km s - ) is observed in the uppermost mantle, with
a direction of maximum velocity (and, by inference, a fossil direction of
seafloor spreading) oriented 30' east of north. An anisotropy of somewhat
smaller magnitude is required by the data for the shallow crust. The direc-
tion of crustal anisotropy is rotated by almost exactly 900 from the man-
tle anisotropy; we propose the former is associated with the sheeted
dike complex underlying the surface volcanics, as hypothesized from the
ophiolite model of oceanic crustal structure. Clear S, phases are ob-
served on the MSS profiles and are characterized by a phase velocity
near 4.7 km s- 1. The phase velocity appears to be independent of
azimuth.

Teleseismic and Regional Events
Approximately five days of MSS data were recorded on the deck

of the DIV Glomar Challeger during its occupation of Site 595. At the
end of this period, which included the refraction experiment and engineer-
ing tests of the MSS, the downhole sensors were connected via an elec-
tromechanical cable to the Gould Bottom Processing Package (BPP), and
the continuously recording BPP was deployed for a planned 45-day ex-
periment. The six-element OBS array was recovered by the RAVMelville
and redeployed for simultaneous recording of teleseisms (triggered) and
ambient seismic noise (at present intervals) over this period. All six OBSs
functioned nearly perfectly, but, unfortunately, the extended MSS
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experiment was cut short by a power failure in the BPP only 40 hours
after its deployment.

Nevertheless, a number of earthquake signals from events at regional

and teleseismic distances were recorded by the MSS, and the analysis
of these signals is providing new information about seismic wave pro-
pagation in the ocean basins. During the five days of on-deck recording,
for example, 64 natural seismic events occurred which were large enough
to be identified on the low-gain, strip-chart recorders used for real-time
monitoring of the MSS. Most of these were regional events from various
depths in the Tonga-Kermadec seismic zone.

Figure 8 shows a typical shallow-focus (h = 52 kn) earthquake from
the Kermadec Trench. The initial arrival (Fig. 9) is dominated by high-
frequency, incoherently scattered energy characteristic of I, propaga-
tion through the high-Q oceanic lithosphere at this distance (12.50).
Waveforms from deeper events are more complex. Figures 10 and 11,
for example, display an earthquake at about the same distance (12.90)
with a focal depth of 293 km. In this case the initial wave group is not
P, but rather comprises the P waves triplicated by interaction with the
400-km discontinuity. Because the sublithospheric mantle beneath this
part of the Pacific Basin is highly attenuating, these arrivals are relative-
ly depleted in high frequencies. After 10 s, however, the amount of high-

shot p S shot

L I I j I

0 100 200 300

Seconds

Fig. 8. Short-period vertical (top panel) and horizontal (lower panel)
seismograms recorded on the MSS from the shallow-focus (h = 52 kin) Ker-
madec earthquake of 7 Feb 83 (m& = 6.0, A = 12.46). Time is in seconds
after 18:24:34.49 Z; tic-mark interval on vertical axis is 5 x 104 counts.
Spikes near 30 s and 330 s are refraction shots.
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Fig. 9. Short-period vertical (top panel) and horizontal (lower panel)
seismograms from the shallow-focus earthquake of Fig. 8, showing P-wave
arrival on expanded time scale. Time is in seconds after 18:25:54.49 Z; tic-
mark interval on vertical axis is 2 x 104 counts. The high-frequency, in-
coherently scattered energy observed on this record is characteristic of
oceanic P., at this distance A =12.46').

0 100 200 300
Seconds

Fig. 10. Short-period vertical (top panel) and horizontal (bottom panel)
seismograms recorded on the MSS from the intermnediate-focus (h = 293 kin)
Kermadec earthquake of 7 Feb 83 (in6 = 6.0, A = 12.91"). Time is in
seconds after 17:57:04.49 A; tic-mark interval on vertical axis is 5 x10
counts. Spikes between 175 s and 205 s are arrivals fr-ow a refraction shot.
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Fig. 11. Short-period vertical (top panel) and horizontal (lower panel)
seismograms from the intermediate-focus earthquake of Fig. 10, showing P.
wave arrivals on expanded time scale. Time is seconds after 17:58:39.49 Z;
tic-mark interval on vertical axis is 5 x 1O counts. Complex P waveform
between 7 s and 12 s is a triplication from the 400-km discontinuity. Arrivals
following 18 s are P. waves refracted up and around the corner of the
lithosuheric waveguide; their enrichment in high frequencies relative to P
is indicative of the low Q of the sub-lithospheric mantle beneath the Southwest
Pacific Basin.

frequency energy increases, corresponding to the arrival of the P wave
refracted up and around the corner of the descending slab. (Similar signals
were observed by Oliver and Isacks (1967) and Barazangi et al. (1972)
at the WWSSN station on the island of Rarotonga and were used as
evidence for the existence of subducted lithosphere during the develop-
ment of the plate-tectonic model.)

The spectral ratios of these two types of signals give quantitative
information on the differences in attenuation along lithospheric and
sublithospheric paths. An analysis of OBS records from the intermediate-
focus Tonga earthquake of 1/26/83 (A = 140, h = 238 kin), which
show similar arrivals, yields an apparent differential attenuation of
AQ -; 2.5 x . Assuming the attenuation is frequency indepen-
dent and the Qp of the lithosphere is - 1000 (Oliver and Isacks, 1967),
we obtain an average quality factor for the sub-lithospheric path of up

300.
The effect of this relatively high attenuation in the upper mantle

beneath the Ngendei site is manifested in the spectral content and
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Fig. 12. Short-period vertical (top panel) and horizontal (lower panel)
seismograms -ecorded on the MSS at a distance of 61.20 from a teleseism
in the Marianas Islands (13 Feb 83, h = 105 kin, mb = 5.7) showing P and
pP arrivals. Tic-mark interval on vertical axis is 5 x 103 counts.

amplitudes of teleseismic P waves from events at distances greater than
300. Figure 12 shows the P and pP waveforms from an intermediate-
focus earthquake (mb = 5.7) at A = 61', which again are relatively
depleted in high frequencies. The detection capabilities of the MSS with
respect to earthquakes located by the National Earthquake Information
Service are summarized in Fig. 13. No events with body-wave magnitude
below 5.1 were detected at distances beyond about 30'.

At regional distances, however, where signals propagate through
the Ihgh-Q ithospheric waveguide, this threshold is considerably reduced.
All events at distances less than 300 located by the NEIS were observed
on the MSS (unless the record was obscured by refraction shots or other
earthquakes). In addition, many smaller, mk cated events from the Tonga-
Kermadec seismic zone with S-P times less than 170 s (A '< 15') were
recorded with a good signal-to-signal ratio. We estimate the detection
threshold for shallow-focus events at these distances to be on the order
of 3.7.

Conclusions and Recommendations
The Ngendei seismic experiment has demonstrated the capability

of the MSS and OBS instruments to record earthquakes at regional
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Fig. 13. Diagram of body-wave magnitude versus epicentral distance show-
ing NEIS-catalogued earthquakes detected by the MSS. Each symbol

represents an earthquake located by the NEIS in the time interval of MSS
recording (6 F83, 14:37 Zthrough 13 Feb 83, 15:11 Z). Open squares areevents recorded with good signal-to-noise ratio; closed circles are marginal

detections with signal-to-noise ratios near unity; open circles are eventsundetected by the MSS. Events with mU < 4.5 at A <72 and 7 b < 5.0 at
> 72 were not included in the sample, nor were those whose signals were

obscured by refraction shots and local earthquakes or whose records were
missing becaue of deployment operations and engineering tests. As discussed
in the text, the wth etctonreshold for regional events (A < 150) is less than
magnitude 4.0.

distances in the deep-ocean envirorment. These events, especially the
intermediate-focus and deep-focus earthquakes, show waveform con-

plexities which are proving useful in constraining attenuation and veloci-
ty models of oceanic upper-mantle structure. As demonstrated by Hales
et al. (1980), the signals from deeper events yield information about upper-
mantle structure not attainable from shallow-focus sources, and additional
experinients to collect these data should be conducted. For this purpose,
arrays of OBSs distributed on profiles normal to the Tonga Kermadec
Trench and operated for intervals of 30-90 days would provide the den-
sity of coverage required for detailed modeling work.
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Statistical Analysis of
Explosion Magnitudes and Yields

D.W. Rivers, R.H. Shumway, R. Wagner

Summay
Statistical models have been applied to the computation of station cor-

rections for mb and M,, the estimation of yields from these magnitudes,
and the investigation of 7TBT compliance.

Introduction
Although the estimation of explosion yields from observed seismic

magnitudes is a standard problem which has been investigated throughout
the histeiy of the VELA program, certain questions remain about whether
the procedures which are currently used for this purpose are in every
case the best ones, and the estimation of the uncertainty which is
involved in the process is still the subject of some controversy. The
ongoing study described herein is aimed at applying rigorous statistical
models to three procedures which are involved in magnitude-yield analysis,
namely the determination of seismic magnitudes which are free of biases
in the estimated station corrections, the performing of multivariate
magnitude-yield regressions for calibration events of known yields, and
the use of estimated yields for testing whether there has been compliance
with the Threshold Test Ban Treaty (TTBT). Using the statistical models
for these procedures gives them a firm theoretical basis and permits
measurements of uncertainty to be determined for them.

Magnitude Estimation
One of the most important problems in determining the yield of an

explosion is the apparently simple one of obtaining an unbiased seismic
magnitude for the event. The first contribution to this question in recent
years was due to Ringdal (1976), who showed how a maximun-likelihood
technique can be used to estimate the magnitude of an event based on
measurements made at a network of stations when the signal from that
event is too small to be observed at all stations. Simply ignoring the
stations which failed to detect the signal, as had traditionally been done,
resulted in an event magnitude which was biased too high. Ringdal showed
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that a maximum-likelhood estimator for magnitude substantially reduces
that bias. This technique was later extended to include clipped signals
as well as undetected signals.

Another important aspect of the problem of determining unbiased
magnitudes is that of correcting the measurements for station effects.
The traditional method of making this correction is the decomposition
of a suite of explosion magnitudes into station and site effects by means
of a generalized linear model (GLM). The GLM analysis, however, could
not be performed in those cases for which the maximum-likelihood
estimator was required to calculate an event magnitude which was not
biased by undetected or clipped signals. Applying the GLM without tak-
ing into account the data which were censored by the detection and clip-
ping thresholds results once again in biased event magnitudes and hence
in unreliable station corrections. Blandford and Shumway (1982) corrected
this deficiency by extending the GLM techniques so that explosion
magnitudes and station corrections could be estimated simultaneously
in spite of individual station data which were missing on account of signal
nondetection or clipping. The GLM was extended further by Blandford
et al. (1983), who considered that the computation of station corrections
may be biased by the use of several explosions at the same test site,
since the amplitudes of the signals from those events as measured at
any given station may not be independent. This problem was addressed
by the introduction into the GLM of a correlation structure for the intra-
site effects.

The previous studies involving the GLM have been restricted to
measurements of the P-wave magnitude mb. In the present study we
are applying the GLM technique to measurements of the surface-wave
magnitude M, also. Long-period WWSSN film records have been read
for 8 explosions in the NTS, 4 at other sites in the western US, 3 at
Amchitka, and 1 each in the eastern US, Semipalatinsk, Azgir, Novaya
Zemlya and Algeria. For each record, the Rayleigh-wave amplitude has
been measured if the signal could be detected, and the noise level has
been measured if no signal was visible. These data will be used to com-
pute M values for each event, along with a set of long-period station
corrections, via the GLM. The short-period data base of the previous
studies has been expanded by reading WWSSN film records for explo-
sions at the French Sahara Test Site. These data will be combined with
the measurements made in the previous studies to calculate a new set
of mb values and short-period station corrections.

The GLM statistical model provides a sound framework for estimating
the magnitudes, either mb or M, of a suite of explosions. We are in the
process of applying it to the long-period data in various manners, such
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as restricting the data to those measurements made at certain distance
ranges from the events and testing different functional relations for the
decay of amplitude with distance. It is of course important that an estimate
be made of the uncertainty in the resulting event magnitudes and station
corrections. For this purpose, the non-parametric statistical technique
of "bootstrapping", i.e., or repeating the analysis using re-sampled
subsets of the original data, has been added to the GLM algorithm. We
thus have a statistical model which reduces the biases in the estimation
of the event magnitudes and permits uncertainty estimates to be made.
The application of this model to the long-period data and to the newly
measured short-period data is currently being performed.

Yield Estimation
After the magnitudes mb and/or M have been calculated for each

of a suite of explosions, the next stage in the analysis is to use those
magnitudes to estimate the yields of the events. Thus far in tUs study
our estimation of yields has been based on values of mb reported by the
AEDS network, but this will soon be extended to use the values of mb
and M which result from applying the GLM to WWSSN data, as was
described in the previous section.

In yield estimation it is conventionally assumed that the P-wave
magnitude mb is a linear function of the logarithm of the yield. We shall
restrict the form of this linear function by considering the particular case
of explosions detonated in granite, in order to reduce the variability due
to differences in mb due to different source media for the explosions
under consideration. We take as our model of the generation of the seismic
magnitudes by the n explosions in a common medium at a common test site

M, a + (3ll +

for j = 1, ... x, . Here the intercept a is strongly dependent on the test
site since it includes the effect of the average of the anelastic attenua-
tion parameters t* for the paths to the stations in the network. W is the
log yield of the jth event, and ej is the estimation error in the magnitude
mn. j is an error term which accounts for the variability in coupling among
the events. his variability arises on account of geologic heterogeneity
within the test site, even for explosions detonated in the same source
medium). We assume that the log yields are known for these events,
which are to be used to calibrate the magnitude-yield relation so that it
can subsequently be applied to the events of unknown yield. The variables
Wj are thus assumed to have Gaussian distributions with known means
• j (the logarithms of the radiochemical yields) and known variances r7
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(the uncertainties in making the radiochemical measurements.) The
magnitude estimation error ej has zero mean and a known variance oi
which is inversely proportional to the number of stations detecting the
jth event. The coupling error term e has zero mean and a common
variance a' for all the events. We wish to use the measured magnitudes
m to estimate the intercept and slope ct and 3 of the magnitude-yield
relation, the coupling scatter q,, the log yields W, the magnitude estima-
tion errors e, and the mean square errors of the estimates of W.

Our statistical model of the magnitude-yield relation is thus one in
which both the magnitude and yield are assumed to be random from the
prediction point of view, with the variances of both variables being known
quantities. We believe this model to be a more realistic one than a regres-
sion which is performed using least squares under the assumption that
either the magnitudes or the yields are fixed quantities. We shall estimate
the unknown parameters in the model by an iterative approach. As the
initial values in the iteration we shall use a guess for a, and the values
for a and ( which result from solving the linear relation by the technique
of weighted least squares. The iteration then proceeds to re-estimate
the parameters by the method of maximum likelihood. The maximum-
likelihood regression is then allowed to continue through as many itera-
tions as are required to obtain convergence.

The statistical model described above considers only a single measure-
ment of the seismic magnitude for each event, mj. It may easily be ex-
tended to consider I such measurements mi for each event. The I
measurements may be considered replications over different stations,
whereupon the coefficient aj would be made to include station effects
as well as the intercept of the magnitude-yield relation. We adopt an alter-
native approach of using the GLM to combine the individual magnitudes
measured at each station into a single magnitude averaged over the en-
tire network, which is then used in the magnitude-yield regression. The
I replications are then taken to be different types of measurements of
the magnitudes my. Specifically, we can set min = mh.j and M2 ' = M '.

We can then use both of the magnitudes calculated oy this GLM in a
unified estimation procedure for the yields. Thus far in this study,
however, we have used only mb values.

Estimation of the yields for the events with unknown radiochemical
yields, which is of course the case of practical interest for all explosions
except for the calibration events so far considered, can proceed in two
ways, one of which may be considered as a limiting case of the other.
One method of estimating unknown yields is to make an educated guess
about the unknown yield by assigning somt. value to the mean pi of the
random variable W and allowing its variance to be large, indicating

E
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that we have little confidence in the value which was assigned to fy We
can then perform the maximum-likelihood regression as before, this time
using data from both the calibration and unknown events. In the regres-
sion the data from the unknown events will carry less weight on account
of their larger values of the variance r-2. The maximum likelihood regres-
sion will, as before, result in estimates of the log yields W"t for all
events, induding the unknowns. It should be noted that the magnitudes
for the unknown events would have to be adjusted for differences in the
value of a between the test site of the calibration events and that of the
unknowns unless the attenuation parameter t* is believed to be the same
for both cases, and a new error term would have to be added to the
magnitude-yield relation to account for the coupling scatter within the
test site of the unknown events, which would probably be different from
the value a, for the calibration test site. This procedure is a Bayesian
estimator of the yield, since he a posteriori estimate W~ t depends not
only on the observed magnitudes m, but also on the means jt, and
variances 7- of the a priori yield estimates W. Since it may be considered
undesirable that the estimated yields W and particularly the estimated
slope and intercept a0 and /0 of the magnitude-yield relation be sensitive
to yield estimates which are made a priori, an alternative approach can
be used of simply performing the maximum-likelihood magnitude-yield
regression using only the calibration events which have radiochemkical
yields, and then using the resulting estimates of the slope and intercept
of the relation to estimate the yields of the unknown events via the formula

W est i, - a0
go

Applying this formula is equivalent to including the unknown events
in the maximum-likelihood regression but assigning them zero weight by
replacing the assumed Gaussian prior distributions of W by uniform
distributions (or equivalently by retahiing the Gaussian priors but mak-
ing the variances rl infinite), in which case the estimator is insensitive
to the a priori estirmates j.

Investigation of TTBT Compliance
When explosion yields have been estimated by the previously de-

scribed techmique, or by any other method, they may then be examined
to determine whether they are in compliance with the TTBT threshold
of 150 kt. We may use the fact that the estimated yield of the jth event
is normal with mean W and variance
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which depends on the true log yield Wj and on the variances and
covariance of the slope and intercept of the magnitude-yield relation; these
may be obtained from the maximum-likelihood regression, although in
this study we have so far used values which were recently obtained by
Heasler and Nicholson (1984) from an analysis of individual station and
pooled magnitude measurements. In order to derive a 100 (1-- C)% con-
fidence interval, we substitute the right-hand side of this equation into
the denominator of the inequality

Sw/" Wj
est)

where Z /2 is the upper a/ 2 percentage point in the normal distribu-
tion. (Note that ai in this context is not the same variable as the intercept
ci of the magnitude-yield relation). This substitution results in a quadratic
expression for W, the two roots of which bound the confidence inter.-
val. A possible compliance testing procedure would be to challenge any
yield for which the lower bound on the 95% confidence interval was
greater than the compliance yield of 15C kt. This procedure works very
well for testing one yield at a time but would be difficult to extend to
ensembles of events since the estimated yields are highly correlated.
This correlation comes about because the estimated yields were all
calculated using the same values a0 and go of the random variables a
and 0. Even if ao and go are regarded as fixed parameters rather than
as samples of the random variables (in which case the estimated yields
are to be regarded as conditional upon the values a0 and flo), the yield
estimates will nevertheless be correlated because the variance a. of the
intercept will still be non-vanishing. This parameter is greater than zero
because there is a variance associated with the estimate of the difference
in the attenuation parameter t* between the calibration test site and that
of the events with the unknown yields. We thus see that TTBT com-
pliance for an ensemble of events cannot be determined by examining
the confidence regions surrounding the yield estimates.

By taking into account the variance-covariance structure of the yield
estimates (which is a function of o, and aj if the parameters ai0 and go
are taken to be fixed), it is possible to derive an analytic expression for
the probability that each of the yields is less than a 150 kt threshold. On
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account of the correlation of the estimated yields, this probability is not
equal to the product of the separate probabilities that each yield is in-
dividually less than the threshold. Although evaluation of this analytic ex-
pression is straightforward, its interpretation as being the probability of
TTBT violation is misleading. As or increases, i.e., as the uncertainty
in the attenuation correction t * increases, the calculated probability that
the yield of at least one event exceeded the 150 kt threshold (or, for
that matter, any greater threshold) increases. This can be seen by con-
sidering the fact that for a single event, as a. approaches infinity the
estimated yield becomes indeterminate, so the probability that it exceeds
the 150 kt threshold approaches one half. Even if the yields are actually
all in compliance, the computed probability that they are all less than
150 kt will therefore be quite low unless a, is very small. The computed
probability is thus seen to reflect not so much the compliance situation
as our capability of verifying it, and hence it leads to an unacceptable
value of the probability of compliance. About the best that can be done
with this probability calculation is to show that the probability is small
that any event exceeded a threshold which is about two standard devia-
tions ( = V'.]ail/j0) greater than the largest estimated yield.

A more satisfactory statistical analysis is a classical test of the null
hypothesis that all the yields are less than the 150 kt threshold. We must
specify some criterion fcr rejecting this null hypothesis of TTBT com-
pliance, given the observed magnitudes. We have investigated two such
criteria: (1) compliance is rejected if one or more estimated yields ex-
ceed some threshold T, and (2) compliance is rejected if two or more
estimated yields exceed a different threshold T. It can be shown that
neither of these criteria is optimum, but the optimum (i.e., most power-
ful) criterion given by the Neyman-Pearson lemma leads to intractable
computations. The thresholds T will of necessity exceed the 150 kt
threshold for compliance, i.e., we cannot reject the hypothesis of com-
pliance with the 150 kt threshold unless one or more of the estimated
yields (for one test, or two or more for another test) exceed some
significantly higher threshold.

In order to set appropriate values for T for each of the two criteria,
we create from the observed data an artificial data set which conforms
to the null hypothesis by adjusting the estimated yields so that they are
all less than 150 kt. The probability is then computed that the magnitudes
which would result from this "compliance" yield distribution would cause
the null hypothesis to be rejected for various values of the threshold T.
The probability of rejection of the null hypothesis for the "compliance"
data set is the false alarm probability, and the thresholds Tare then chosen
so that this probability attains some suitably low value. Once the thresholds
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T have been set, we may construct other artificial data sets for which
the yields are all in compliance with the TTBT except for some particular
pattern of violation events, say two events with yields of 300 kt. The
same probability calculation as was performed before for the false alarm
case may now be applied to this "violation" data set. This time, the
resulting probability is the signal (i.e. violation) detection probability for
the particular violation pattern. By changing the yields of the violating
events, we may evaluate the power of the hypothesis test by construc-
ting plots of the signal detection probability versus the violating yield(s),
all at a fixed false alarm probability. The false alarm and signal detection
probabilities are all functions of the integral

Prob (W rb (W< T ..... , T)d T)

= ft (010 + go T) - (ca + Ul]f = f tI ajcd

evaluated under a fixed yield configuration W1, ... , , where f (a,3)
is the joint density of ae and 0, assumed here to be bivariate normal with
means a0 and I30 and with variances o and aq, and covariance o #, as was
discussed before. In order to apply the hypothesis tests to the observed
data, we simply check the observed magnitudes to see whether one or
more (or two or more) magnitudes exceed the value which corresponds
to the yield threshold T for the chosen false alarm probability. If so, then
we reject the null hypothesis that the observed magnitudes were drawn
from a population of events all of which have yields of less than 150 kt.

Conclusions and Recommendations
We have developed statistical methodology for seismic magnitude

determination, yield estimation, and TTBT compliance testing which is
rigorous and which permits the uncertainty in the analysis to be estimated.
The investigation is not complete, since it has thus far relied primarily
on magnitudes reported by the AEDS network rather than on magnitudes
calculated and applied to an expanded data base consisting of more events
at as many test sites as possible and a larger network of stations. In par-
ticular, it is important that the GLM be applied to the WWSSN and AEDS
networks simultaneously in order to derive a consistent set of global station
corrections for all these stations.
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Focusing Effects on mb at Small Arrays

E. Smart, J.A. Burnetl, and R. Wagner

Summary
Mechanical waves proggafing in an elastic medium are sub*ct to jbcusing

by inhomogeneities in the medium velocity. This effect is analogous to optical
focusing in which the velocity inhomogenity is introduced by a glass lens.
One implication of the effect is that focusing bias in the amplitudes of seismic
signals from a specified geographical source region, as observed at a given
seismological station, can be measured directly from the magnification of the
image field. Seismologically, magnification means that computed locations of
events in the selected source region will be dispersed over a larger (or smaller)
area than are the actual locations.

Introduction
One of Cie two major causes of large variation in measurements of

the body-wave magnitude of a given seismic event, from one seismological
observatory to another, is focusing of the seismic waves by lateral varia-
tions in the propagation velocity of the earth in the vicinity of the event
and also in the vicinity of the observatory. (The other, major cause is t*
variation). Diagnosing and correcting for such effects would lead to very
considerable improvements in the reliability of estimates of the energy yielded
by underground nuclear explosions, which are based on the data of a world-
wide network of seismic observatories, by increasing the accuracy of the
individual observatory estimates that go into those magnitude determina-
tions. The causal relation between location bias and amplitude bias, both
of which are effects of focusing, provides the key to making those correc-
tions. The remarkable insight of this present study is the recognition that
amplitude bias due to focusing can be computed directly from location bias.
Estimates so made are accurate in a way that previous amplitude bias
measurements could not be, since previous estimates were simply of the
relative bias with respect to a network mean. Estimates computed from
location bias are measurements of the total, absolute amplitude bias due
to focusing, and they are made quite independently of network yield deter-
minations and indeed of other amplitude measurements made around the
network. Quite unlike previous bias estimates, these would reflect the
presence of such phenomena as uniform focusing under a test site, as, for
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example, in the case hypothesized in recent studies by Der, et al. (1981)
to account for the discrepancy in mb and t* as measured at NTS. The
method is well-adapted to use in a network which possesses several small
arrays.
Discussion

The factor responsible for most of the distortion of short-period
teleseismic body-wave amplitudes is focusing by local, small-scale in-
homogeneities. This effect produces large, systematic variations in the
waveforms and amplitudes of teleseismic P waves and is the main cause
of scatter in mb measurements. These variations are functions of the
azimuth and distance to the source. The most common range of variation
in amplitude across LASA or NORSAR for a given P wave is a factor of
three or four, but factors of up to twenty have been observed. Such fluc-
tuations in P-wave amplitudes probably exist at most locations, and con-
stitute the greatest obstacle for the precise determination of small explo-
sion yields. They are most easily observed at array stations, where varia-
tion in amplitude across the array as a function of azimuth can be mapped
out, and regions within the array that are anomalously high or low with
respect to the whole can be identified, as has been done, for example, in
the study of Chang and von Seggern (1980). This technique makes receiver
focusing visible but it is not effective for revealing focusing effects at the
source. Of course', no comparable technique is available for the isolated,
one-site seismic station even for receiver focusing.

At present, amplitude correction factors as a function of source region
and receiver are estimated empirically by comparing the amplitudes of historic
events, as measured at the given receiver, with the amplitudes predicted
for it from the corresponding network magnitudes. The correction factor
assigned for a given source-receiver path is such that the mean of the
receiver magnitude errors for the historic set of events is zero. This ap-
proach is not always satisfactory since it requires that for each source region
and receiver there be at least one historic event large enough to have been
recorded at enough of the stations in the network (e.g., WWSSN) to yield
an "unbiased" estimate. ("Unbiased" means that for the given event the
mean of the individual station yield estimates is such that the station biases
cancel out.) In some cases of interest there are only a few small shots at
a given site available in the archives, so that this approach is inapplicable.
More significantly, there may be symmetrical focusing under a given test
site in which case the network magnitudes themselves will have a systematic
bias in them even though the apparent receiver biases are corrected for.
The danger here is that the systematic bias may be unsuspected if indepen-
dent corroborative magnitude astimates are not available,
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As it happens there is an alternative and competely independent method
for estimating amplitude correction factors which does not depend upon
these boot-strap techniques. It is based upon location bias and the fact that
loction bias and amplitude bias are both manifestations of the same
pheromenon, that is, focusing. That method is discussed here.

The optical analogy is convenient to ill -ate a simple but important
principle of seismology. In optics, two obse ,aole effects result from the
same lens phenomenon. The refraction of .ight through a converging lens
(1) intensifies the light, and (2) disperses objects in the image field. The
converse is true for a diverging lens: the amplitude, or intensity, of fight
passing through it is diiished, and objects in the field of vision are displaced
so as to seem to crowd together. Both effects, the change of intensity and
the displacement of images, are produced by the same phenomenon: the
refractive bending of ray paths, either convergently or divergently.

These same effects are, of course, present in seismology, but the rela-
tion between them, that is, the relation between amplitude anomalies and
location anomalies, has been neglected in the seismoogical literature. Never-
theless, the mapping of the two, in p ion, will readil reveal their inter-
dependence. Moreover, tiecause the lcation errors (the differences between
the locations estimated by an individual seismic station and the corresponding
estimates of a global network) can be measured and mapped more precisely
than amplitude error, and because the latter can be predicted from the for-
mer, station amplitude corrections as a function of source region can most
liely be determined with greater precision and accuracy from a location-error
map than car be dore directly from estimated amplitude errors.

Therefore, this present study was indicated to demonstrate the in-
terdependence of location and amplitude errors, and to test the hypothesis
that station source-region corrections for amplitude, as determiied from
location errors, are more accurate than those computed from estimated
amplitude biases.

A study to demonstrate the interdependence of location and amplitude
errors can be n. de without resort to waveform data, initially. Uncorrected
location and anpiitude measurements from the bulletin of a given seismic
station can be compared to locations and magnitudes for the corresponding
events as published in the bulletin of a worldwide network, and the dif-
ferences plotted on a world map. Amplitude correction factors computed
from the degree of convergence or divergence of the location error vc-
tors on the map .'ould then be tested for validity by plotting corrected
amplitudes against those predicted from the network magnitudes, or by
plotting them against P-coda amplitudes. (Note that much, perhaps most,
of the energy in the P coda has not arrived over the direct path from the
source to the sensor, but has been scattered to the sensor from over a
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wide region surrounding the seismic station. This has been demonstrated
with LASA LONGSHOT data in current research at Geotech. Therefore,
mach of the coda energy has not traveled the narrow path through a possi-
ble seismic lens beneath the station, but through a wide cone of diversified
rock and thus will be a more unbiased estimator of magnitude than the un-
corrected P amplitud. Gupta and Blandford, 1983).

This initial study , ied on station and network bulletins, of course,
applies only to arrays, since event locations are not ordinarily computed
from the records of a seismic station with only one sensor site, albeit a
3-component station. But by application of the Smart processor, (Smart
and Sproules, 1981), the waveform data of individual, single-site,
3-component seismic stations can be made to yield estimates of signal azimuth
and emergence angle of arriving P waves and, thus, estimates of the P
source locations. Then similar maps of location and amplitude errors can
be constructed for these stations too, and amplitude correction factors
estimated and applied to them. Thus the use of location bias for estimating
amplitude correction factors is a principle that can be applied both to array
data and to single-site, 3-component records as well.

Amplitude correction factors are computed from location error maps
in an unicomp cated manier. Straight lines joining the epicenters of the outer-
most members of a suite of seismic events in a given source region will,
of course, form a polygon. The square root of the ratio of the area within
the polygon formed by the available global network locations, within a given
source region, to that of the corresponding locations of a given receiver
station is taken to be the amplitude correction factor for that station and
that source region. Of course, in practice greater accuracy and statistical
stability can be achieved if instead of using the areas of the polygons one
makes the computation for each of the n(n-1)(n-2)/6 triangles that can be
drawn by connecting all the n epicenters with straight lines and taking the
square root of the mean of all the area ratios of the resulting triangle pairs.

Observations
In a study of this relation we selected as a seismic data base 6 small

suites of large events in Novaya Zemlya, Kazakh, Hindu Kush, southeastern
Alaska, the Nevada test site, and Central America. About half of these events
are nuclear explosions. We have mapped several of the selected source
regions using the NORSAR array bulletin. This contains signal azimuth and
velocity across the array as well as P wave maximum amplitude and period
so that locations and magnitudes can be recomputed without bias correction.

A significant result is that from measurements of the magnification and
the amplitude bias, at NORSAR, of a collection of large (5.5 mb or greater)
Kazakh events. That is a high Q path, and therefore any ampitude bias
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Fig. 1. A map of 6 presumed nuclear underground explosions in Kazakh. The
open data points show the locations of the events as computed from network
data. The solid data points show the locations of the same events as inferred
from NORSAR data.

should be due only to focusing. The measured image magnification is 1.22.
That is, distances between Kazakh events, as measured on the map of
epicenters inferred from NORSAR data, are on the average 1.22 greater
than those measured on the map of network epicenters. The standard devia-
don is a small 0.02. The measured amplitude bias factor for these events
is 1.26, which is close to the image magnification. But the standard devia-
tion is large. The amplitude bias estimate is derived from the average dif-
ference in magnitude between the array and the network, since it is the
magnitudes, not the amplitudes, which are normally distributed (Freedman,
1967, and von Seggem, 1973). The magnitude bias is 0.10, with standard
deviation 0.30. The base 10 raised to 0.10 gives the amplitude bias factor
of 1.26. But the magnitude standard deviation of 0.30 translates into a 90%
confidence interval, for the amplitude bias factor, which is very broad, i.e.,
from 0.6 to 2.5. This confirms only the sense and order of magnitude of
the bias measured rather precisely from image magnification. Since
magnitudes in general have such broad distribution it may be that that is
all that can be expected in this present study, that is, confirmation of agree-
ment in the sense and orar of magnitude between image magnification
and amplitude bias. Some alternative methods of magnitude determination,
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such as that described by Gupta (1983), measuring magnitude in the signal
P coda, appear to have narrower distributions and may be proven to be
more suitable tools in a study of this sort.

Conclusions and Recommendations
This present study is still in its initial phases, but it is already apparent

that estimates of the magnification due to focusing made from location bias
may be markedly more precise than those made from amplitude bias. It
may be that measurements of amplitude bias will only be precise enough
to confirm the sense and order of magnitude of magnification as measured
by location bias. However, if, in a significant number of cases of station-
source region pairs in which the travel path is a high Q path (essentially
no attenuation), the relative amplitude bias determined from station-network
magnitude differences does confirm, if only in sense and magnitude, the
ampitude bias as inferred from location bias, then amplitude correction factors
from location bias, which are much more precise, will be used with con-
fidence in place of the relative correction for whatever path. This would
be significant not only for improving magnitude-yield estimates, but also
for improving attenuation measurements by clearly separating attenuation
amplitude bias from that due to focusing.

If these initial positive correlations (of location bias with amplitude bias)
persist through the completion of our present study, then a systematic
evaluation of magnification at areas of interest, as seen from array and
3-component stations, is required to map amplitude-bias due to focusing
worldwide. This knowledge will not only refine magnitude determinations
by its direct application, but will also make it possible to separate amplitude
bias due to attenuation from that due to focusing, and thus refine attenua-
tion measurements which must at present necessarily (and erroneously)
include effects of focusing.
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Regional Detection, Location, Discrimination
and Yield Determination

Robert Blandford

I. Introduction
Blandford (1981) and Pomeroy, Best, and McEvilly (1982) have

recently published reviews of detection, location, and discrimination
using regional data. In this review I shall only give a brief overview of
the subject covered in those papers and shall concentrate on papers and
reports which have recently appeared. Subjects to be discussed include
high-frequency earth noise, absorption, and decoupling; comparative P
spectra for earthquakes and explosions; discrimination using Pa/L,
amplitude ratios and Lg spectral shapes; and recent theoretical studies
which appear to offer explanations for some of the observations. In addi-
tion I shall briefly mention studies appearing in this volume which seem
naturally to extend the work which has gone before. These last remarks
cannot, naturally, be very complete because the studies have just
appeared.

I. Outline of Recent Reviews
Blandford (1981) discussed the qualitative features of regional phases

by means of a detailed examination of signals from SALMON and the
18 February 1964 Alabama earthquake as recorded at a string of LRSM
stations up the Appalachians. He concluded that the P wave spectra from
the two events were indistinguishable, and that the L. spectrum was of
substantially lower frequency than the P wave spectrum which, except
for absorption, faithfully reflected the source spectral shape. The
transverse Lg from the earthquake had a sharper, lower frequency start
than did that from SALMON. The L. spectrum was also of lower fre-
quency than the spectrum of the P coda which just preceded the Lg
arrival time, and the spectrum appeared to "plunge into" the P coda
spectrum near 2-3 Hz.

These spectral features were also noted to be characteristic of a
USSR explosion recorded at NORSAR from a distance of about 12
degrees. Topics of phase and group velocity of regional phases as seen
at arrays were discussed, along with questions of array design.
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Prmx/Lg as a discriminant was also discussed, together with some
information suggesting that 30 Hz signals could be seen at a distance of
3 degrees on the Canadian Shield. Studies of amplitude distance for P
and L. were reviewed showing that P falls off more rapidly than Lg in
the eastern United States (EUS), r-2.5 for P and r- for L,. It was also
shown that these formulas were approximately the same as found within
the USSR.

Pomeroy, Best, and McEvilly covered some of the same topics as
above, and also discussed the many observations giving gamma and Q
estimates for the regional phases, especially Lg. They discussed various
efforts for determining depth from use of regional phases in location pro-
grams. They gave a comprehensive discussion of many regional
discriminants which have been proposed in the literature and conclude
with a list of discriminants ordered by degree of promise.

"1. The most promising discriminants appear to be
a. regional variant of the Ms:mb criterion
b. the excitation of short-period SH waves
c. generation of higher mode surface waves
d. long-period surface-wave energy density
e. spectral ratios in P and L
f, arguably, Lg/P amplitude ratios

2. Proposed discriminants requiring additional documentation
include

a. Lg/Rg amplitude ratios
b. excitation of Sn
c. third moment of frequency
d. long-period S-to-Rayleigh wave amplitudes
e. arguably, the spectral ratio of long-period Love to

long-period Rayleigh waves

3. Proposed discriminants which probably should be abandoned
include

a. first motion
b. P2/P1 ratio
c. L. group velocity and energy ratios
d. prevailing period of long-period Love waves."
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I. Implications of Low-Amplitude
High Frequency Noise

In the same issue of the Bulletin of the Seismological Society of
America in which appear the Pomeroy, Best, and McEvilly review paper
also appeared a paper by G. Herrin giving the noise spectrum shown
in Fig. 1. We see here a high-frequency amplitude noise spectrum spec-
tacularly lower than that observed previously at such quiet sites as Queen
Creek Arizona. In Fig. 2 we see that many seismometers currently
deployed have system noise well above the earth noise at such quiet sta-
tions. Recent studies at NORSAR have confirmed these low values.

These observations raise the question of whether it is possible to
detect signals at very high frequencies at these stations. Obviously in
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this case the question of signal absorption is crucial. Probably it would
be worthwhile to separate the problem into two cases, phases which are
confined to the crust, such as R and L.; and phases which penetrate to
the mantle P, and S.

Figure 3 shows a map of stations which recorded the event SALMON.
Figure 4 shows the P wave signals at these stations, and Fig. 5 shows
the reduced displacement potential measurements for SALMON. Using
the indicated average of these measurements to give a source spectrum
Der et al. (1976) obtained the ratio of P wave spectrum to source spec-
trum indicated in Fig. 6. These give t* values ranging from 0.0 at BLWV
in West Virginia to 0.7 at KNUT in Utah.

A summary of measurement of this type is given by Fig. 7 which
shows that for shield-to-shield paths t* increases from 0.0 at 0 degrees
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Fig. 4. P-wave seismograms used.

to perhaps 0.1 at 12 degrees and to 0.2 at 20 degrees. For WIJS-to-
shield paths t* increases to perhaps 0.5 by 20 degrees. These values
of t* were determined by spectral ratios out to approximately 4 Hz, and
as such offer a convenient method of computing the signal amplitude at
frequencies up to 4 Hz. In this volume T. Bache presented spectral ratios
of P waves for several tele seismic shield to shield paths which range up
to 8 Hz and give t* values typically equal to 0.15. These are, perhaps,
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Fig. 6. Ratios of P-wave amplitude spectra at the individual stations to the
source spectln directly derived from the displacement potential.

not significantly different from those found in Fig. 7, so we may imagine
that at regional distances the corresponding lower values for t* seen in
Fig. 7 will hold for those paths also.

The most important application of high frequency propagation is pro-
bably in the detection of decoupled nuclear explosions. The only data
available on this subject is that from the SALMON-STERLING nuclear
explosion experiment. Figure 8 shows the SALMON P wave signal and
amplitude spectrum as recorded at station PLMS at a distance of approx-
imately 30 km. Figure 9 shows the STERLING signal and spectrum with
the SALMON spectrum superimposed after having been divided by 1000.
We see that the spectral ratio varies from 1000 at 1 Hz to approximately
17 at 20 Hz. Scaling of SALMON to STERLING yield by cube-root scal-
ing gives a factor of 70 decoupling at low frequencies, declining to a fac-
tor of 7 at high frequencies. These plots are from Blandford and Woolson
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(1979) and give a smaller decoupling ratio at high frequencies than earlier
studies for two reasons. First, only the P waves were included in the
spectral ratio; Blandford and Woolson show that the later phases were
better decoupled. Secondly, earlier spectral ratios were contaminated
by system noise in the SALMON spectrum leading to an overestimate
of decoupling at high frequencies. It is noteworthy in this regard that,
as can be seen by comparing Figs. 8 and 9 that the noise problem occurred
for SALMON and not for STERLING even though the SALMON signal
at low frequencies was 1000 times larger, and at high frequencies 17 times
larger. This shows the importance of proper prewhitening in signal
acquisition. The lower corner frequency of SALMON would have required
that the recording system be peaked at higher frequencies than for
STERLING. Had this been done we would have decoupling data for
several stations out to 50 Hz instead of data out to 20 Hz at one station.

The result of this refined analysis may be seen best, perhaps, in
Fig. 10, from Springer et al. (1968). The dashed line, emerging from
the original heavy line, shows the changed high frequency spectral ratio
determined by Blandford and Woolson. We see that this ratio does not
appear to fit in naturally with the theoretical spectral ratios determined
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weak salt
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Frequency-cps

Fig. 10. Theoretical spectral ratios for SALMON/STERLING from Patterson
(1.966) together with the observed spectral ratios plotted by Springer et al.
(1968).

by Patterson (1966), it has too little high frequency decoup r th
low frequency level. It is as if thp ait were weaker at high fr-. ries
than at low frequencies. Although these are the only available experu. 'l
data on nuclear explosion decoupling, it should be remembered that . -y
are from a cavity created by a nuclear explosion. This may have weakened
the salt. An explosion in mined cavity may well offer better dec-,ilin.-,
perhaps much like that in the upper curve in Fig. 10. Once again, howevei",
we must remember that our knowledge of the relevant material proper-
ties at high strains is very poor. Prudence might dictate relying on the
experimental data until data from a mined cavity is known to be available.
It is obviously important that any remaining data from the SALMON/
STERLING eyperiment be analyzed to verify this high frequency limit.

Thus we have the three elements needed to calculate the detectability
of decoupled explosions at high frequencies, the noise level, the signal
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absorption, and the decoupling ratio. Also obviously there are weaknesses
in each data set. The universality of these low noise levels needs to be
ihvestigated; as is the kind of array needed to improve the S/N ratio.
There is not enough data on the question of whether t* decreases with
frequency at these high frequencies; and we have not touched on the
t* or Q values for regional phases, a subject which we will discuss fur-
ther in the section below on theoretical calculations of regional phases.
Finally the decoupling ratio as a function of frequency needs further
investigation both theoretically and via further analysis of SALMON/
STERLING data; and possibly via cooperative experiments with other
countries.

II. Recent Experimental Analyses
Figure 11, from Werth et al. (1963), illustrates the importance of

scattering in regional phases. We see that the ratio of transverse to radial
and vertical amplitudes from SALMON increases from approximately 1:10
at 0.5 km to 1:1 at 30 km. These observations were made at a frequency
of approximately 5 Hz.

Figure 12 shows stations which recorded both SALMON and an
Alabama earthquake of 18 February 1964. We see that station EUAL

1000
0 A Vertical

0 Radial
o Transverse

100 =- 0
0

A A8

10 -00A

Shot-level 
0 t o

subsurface L]
Fig. 11. Peak particle data m
velocity versus distance for a
the vertical, radial, and 01
transverse components of 0.1 _ , , I 410,,1I 100
motion due to SALMON. 0.1 1 10 100
Note that for shot-level sub- Surface data
stuface data, vertical motion "
is also "transverse" to the Range from surface zero

source-receiver direction. Distance (kin)
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Fig. 12. Epicenters of the 18 February 1964 earthquake and SALMON
(22 October 1964), and location, of some LRSM stations in the EUS.

is approximately equidistant from the two events. In Fig. 13 we see the
P wave spectrum of the two events, we see that there is no discernable
difference between the two, and Blandford et al. (198 ) show that this :
is true also for the o the 18gh pas Othe other hand Fig. 14 shows

that the Lg spectra are quite different - the explosion has the lower fre-
quency L Gupta and Blarndford (1983) suggest that this is due to the
fact that g is composed of shear waves which must have been created

.9
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Fig. 13. Similar to Figure 8 1916.1 ng SALMON
but for the compressional
wave arrivals (25.6-sec win- IIWWdows) and the earthquake -a
spectral amplitudes multi- .C
plied by a factor of 1.5 (from c/ 1584.5 mg 18 Feb 64 Earthquake
Blandford et a ., 1981). t 1.. . 1A L . ... - 0 ....

... TV I."] r ,rl , ..... 11" .. .r-

2.5 sec

1000.0 0 ,-18 Feb 1.
"Px 1.5

E .01

S ,I I , I .001

from P waves; and that the conversion is more efficient at lower fre-
quencies than at high frequencies. Gupta and Blandford also show that
if SH amplitudes are equal to SV amplitudes in L., then the effect of the
free surface is to make the transverse component have twice the amplitude
of SV.

Murphy and Bennett (1982), and Murphy, Bennett and Tzeng (1981)
made similar observations. Figure 15 gives their comparison of SALMON
and the Alabama earthquake at JELA and EUAL, which are at approx-
imately equal distances. The spectra are seen to be roughly equal although

3952.8 mA SALMON

--VW -YV V-v V VIVIV V"
Co 2104.3 mA 18 Feb 64 Earthquake

Fig. 14. Vertical-component - .,,A
EUAL records of Lg wave -,r! v jfW p -1V.V. --
train (2 5.6-sec windows)
from SALMON and the 18February 1964 earthquake. 2.5 secThe lower section shows the 1.displacement spectra (cor- 1000.0 IS18 Febrected for instrument res- ill /-12
Ponse only at IHz) for the -
two signals with the earth-
quake spectral amplitudes E , , .01
divided by 2.0 (fromBlandford et at., 1981), .001
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Fig. 15. Narrow band filter
generated P spectra at o,° " AJELMA
EUAL and JELA for the ALMON/2
Alabama earthquake and the 10. .. "
SALMON explosion.

E 102 EUAL Alabama -

\IVOISe -

101 I I I " I I I
0 2 4 6

Frequency (Hz)

there is some suggestion that the explosion has higher frequency. This
could be due to a site effect since the stations are different.

Murphy and Bennett also analyzed the P wave spectra at TFO from
NTS explosions and from earthquakes surrounding NTS as seen in Fig. 16.
Figure 17 shows that the average spectra are nearly identical. This analysis
may be criticized on the grounds that most of the explosions are in un-
consolidated alluvium and so their corner frequencies may be lower than
might be the case in a true test ban situation where hard rock would
be required to avoid generation of collapse craters. Also the average
explosion magnitude is perhaps 0.7 mb units higher than the average
earthquake, perhaps this also leads to a bias, the data should be reanalyzed

400

380

360

340 A

Fig. 16. Earthquake sample TFO

from the vicinity of NTS with
regional phases recorded at 320
TFO. Circles indicate
epicenters; triangle is the
station location. 1200 1180 1160 1140 1120 1100
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Fig. 17. Comparison of 103
average earthquake and ex- ' -) Explosion
plosion P., spectra (3.7 _- b 50 Earthquake
r. 4.3) derived from NTSj
events recorded at TFO. 102
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Fig. 18. Comparison of 103

average earthquake and ex- - Explosion
plosion P~ spectra (3.7 4 Mb, . Earthquake
-5 4.3) derived from NTS .

events recorded at TFO. E102 '
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Fig. 19. Comparison of 10

average earthquake and ex- o-Explosion
plosior, L, spectra (3.7 -- -- Eatquk
25 4.3) Aerived fr-om NTS
events recorded at TFO.10 * '
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using only those events which overlap in magnitude. However, the agree-
ment of this result with that of SALMON and the Alabama earthquake
is striking. These two data sets are about as well controlled for path and
source effects as any in the literature, and they show nearly identical
P wave spectra, suggesting that short period P wave discriminants would
not be useful.

Although the P-wave spectra seem provisionally identical, the same
is not true for other regional phases, as we have seen already for the
SALMON/Alabama L, phases. Figure 18 shows that the average
earthquake Le spectrum (NTS to TFO), according to Murphy and
Bennett, is higher frequency than the average explosion spectrum.
Figure 19 shows that the same is true of L9. For Lg this difference may
be exploited to form a discriminant, Fig. 20 shows only a one-event overlap
near magnitude 4.3. This is the Massachusetts Mountain earthquake which
occurred at NTS. (As a side issue, note that there is no apparent trend
of the spectral ratio with frequency, suggesting that corner frequency
effects are not significant.) Even this event may be well discriminated
at another station, examination of the broadband signals in Fig. 21 shows
that the S,, from the earthquake is of higher frequency than the S" from
the explosion.

Murphy and Bennett also calculated theoretical L. spectra in an
attempt to understand this phenomenon, but as Fig. 22 reveals, for point
step sources in a Basin and Range structure, there is no apparent spec-
tral difference between a dilatation source at 200 meters and a double-
couple source at 4 km.

Fig. 20. Comparison of 102
vertical-component L. spec. Lg (0.5 - 1.0 Hz) * Explosions
tral ratio discriminant (ratio Lg (2,0 -4.0 Hz) 0 Earthquakes
of average amplitude levels
in 0.5 to 1.0 Hz and 2.0 to
4.0 Hz passbands) for NTS "19
explosions and earthquakes 1 • •
(3 .3  smb : 4 .8). 101 - °

S0 000 0

0 0
0 0

100 I
3.2 3.6 4.0 4.4 4.8

mb
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Explosion: m% 4.2

Earthquake: m,, 4.2

Earthquake: nib 4.3
10 seconds

Fig. 21. Comparison of vertical-comiponent seismograms recorded at TFO
from an explosion and two nearby earthquakes of about the same magnitude.

1 03

Explosion h 200 mn Earthquake 1, h =4 kmn

-~102

E

ir 101

1001 1 1 Ji l I 1 1 1I I IIIIL
10-1 100 101 10-1 100) 101

f, Hz

Fig. 22. Comparison of theoretical Le spectra from a shallow explosion (left)
and an earthquake (right) with a focal depth of 4 km.
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Murphy and Bennett also examine the possibility that a simple
amplitude ratio of L. to P can serve as a discriminant for these events.
Figure 23 shows that at a single station the discriminant performs poorly.

However, poor single station performance can also be found to be
the case for the classical MS:mb discriminant at regional distances in the
WUS. Figure 24 shows single station M:P discrimination at MINA and
KANAB as reported by Peppin and McEvilly (1974). For the earthquakes
the separation seems quite good although at KANAB there is some sug-
gesting of earthquake convergence. However, Fig. 25 from Lambert et

Fig. 23. Comparison of P 3.0
and L amplitudes recorded Mean earthquake line ,,

at TiO from earthquakes /// 0

near NTS. Triangles indicate Mean explosion line- / - /
data points and the solid line del"A,
is a regression line through - 2.0 -
the data. /E

o45 oA00)

0

1.0 2.0 3.0
log AL, (ma)

1000 00

0 0

' ~ ~ ~ ~ ~ ~ ~ t INatqile o • D~rhuk0A MINA AA
0Explosion 0 A A Explosion
O3Erthquake 0 OEarlhquake

10 aftershock aftershock
• Collapse *Collapse

10 100 1000 10 100 1000P amplitude

Fig. 24. Long-period Rayleigh wave amplitude versus short-period P,
amplitude for an NTS explosion and earthquake sample recorded at MINA and
KANAB (after Peppin and McEvilly, 1974).

.U
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Fig. 25. Rayleigh and P,,-wave amplitudes at KNUT for Nevada earthquakes
and explosions.

al. shows greater overlap at the same station in the same magnitude
range, as does Fig. 26 from Murphy, Bennett and Tzeng. If this overlap
is accurate then the good performance of teleseismic M s:mb as a discrimi-
nant for WUS earthquakes may well be the result of network averaging;
and so network averaging may also help the L P discriminant. However,
it is important to have a discriminant which will work well at a single sta-
tion because in analysis of decoupled explosions it is possible that there
will be only 1 or 2 stations with good data.

Since P and Lg generally are more easily detected in the WUS than
is P, Murphy, Bennett and Tzeng plotted these phase amplitudes
versus LR amplitude, as can be seen in Figs. 27 and 28. In general the
separation is better although still far from perfect.

In this volume Murphy and Bennett present new results which in
general terms confirm their earlier results, as discussed above, with more
data.

V. Theory
Bache et al. (1981 performed extensive calculations of Lg waves

by means of modal superposition. One of the most interesting results
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was that the explosion Lg spectrum differed greatly depending on
whether the explosion was near a layer interface or not. For example
in Fig. 29 the L. spectra at depths 8 and 11 km are far from internal
layer interfaces whereas depths 6 and 14 are close to interfaces. The
spectra from 8 and 11 km are shifted to low frequency. This effect was
not observed for earthquakes. This is reminiscent of the "low L. spec-
trum" discriminant discussed above. Perhaps it may be interpreted, as
was done by Gupta and Blandford (1983), by saying that a large part of
the low frequency P was converted to S by detonations near the inter-
face; but for the earthquakes the converted P wave energy was small
compared to the S wave emitted from the double couple source.

This calculation also offers a clear warning that the Lg spectrum may
not faithfully reflect the source spectrum, and so the use of L. to deter-
mine comer frequencies is suspect. This conclusion was also reached
by Blandford (1981) on the grounds that the Lg spectrum appears to
disappear into the P coda "noise" around 3 Hz, suggesting that even

Depth (km)

2

104 

4 1 A103

10216

11

Fig. 29. Smoothed L
spectra for the center Of
dilatation source. These 14 R
spectra are cosine tapered km 1252 km
to zero between 4 and 5 1 8 I I I
Hertz. 10- 1 100 101 10- 1 100 101
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if the apparent L. signal amplitude was greater than earth noise above
3 Hz it may not really be L. but only P coda.

Using a Mueller-Murphy source spectrum, Bache et al. (1981) also
notes that it is necessary to use a low Q in the near surface layers in
order to eliminate the fundamental mode which is not observed but which,
for high Q, dominates the theoretical records, and to obtain the correct
absolute amplitude of the higher modes at the closest stations. However,
they also note that this results in a much higher rate of decay of amplitude
with distance than is observed for the higher modes as is illustrated in
Fig. 30. The gamma value of 0.34 is much higher than is generally
observed by experimental workers in the field.

This conflict could be avoided if we assumed that elastic scattering
removes the fundamental mode, and that the true gamma is smaller
(perhaps still due to scattering), and that the Mueller-Murphy source
function is too large in absolute terms as suggested recently in connec-
tion with teleseismic mb by Trulio. It seems conceivable that overestima-
tion of t* and gamma may be in part due to the same cause, the fact
that the displacement continued to decay rapidly beyond the region where

Fig. 30. The synthetic L.
amplitudes from the S1 syn- 0 Observed
thetic seismogtame ar plot- • Synthetic
ted with the SALMON data.

C 1000

S34 000

0

100

1 6 10 20
Range (degrees)
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source function measurements are usually made; that the amplitude decays
rapidly out to distances where the strains are as small as 1 bar.

Figure 31, from Bache et al., suggests that amplitude ratios of L9
to other phases will in general be a poor depth determinant because Lg
varies with depth in different ways for different focal mechanisms.
However, this conclusion cannot be definite because we do not know
how P varies with depth.

Campillo, Bouchon, and Massinon (1984) have recently performed
extensive calculations of full seismograms for earthquakes and explosions
at different depths and distances. Figure 32 shows all three components
for a vertical strike-slip point source at a depth of 5 km. The model is
fully elastic and we see the fundamental mode following the Lg.

Figure 33(a) shows the amplitude decay of P and L . We see that
L, falls off more slowly than P. For this model with no absorption or
scattering the L. decays as r an exponent very close to the 5/6
value assumed by Nuttli in accordance with his identification of the L.

-, -, - - - 20

4 Ft a 1000 WWSSN elamoimoer 280
400

6 Q. -- -- - - - - -
Nora 450 dip-slip

o -dip-slip Strlke-slip 45 dip-slip 1200
10 - Strike lip

14
SR1252 R 2441

LASM seismometer

20-

22 - Strike-slip Normal 1

24 dip-slip \ 2200

26 -

20 40 60 80 100 Y 20 40 6080100 200 300400
Amplitude (nm)

Fig. 31. L amplitudes from the synthetic seismograms are plotted versus
source depth. The interfaces are indicated with a dashed line and the Q in
each layer is listed along the right border of the plot. The amplitude scale
for the R = 244 synthetics is at the top.
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Strike-slip 5 km

Radial Tangential Vertical

0

-1---

100 500 100 500 100 500
Epicentral distance (kin)

Fig. 33(a). Attenuation curves of P, and Lr waves for each component of
ground displacement for a strike-slip source at a depth of 5 km.

arrival with an Airy phase. The P decays as - 1.5; the difference is close
to values reviewed by Blandford (1981) in the EUS, -2.0 for Lg, -2.5
for P. The additional decay is, perhaps induced by scattering or by true
absorption.

Careful inspection of Fig. 33(b) will show that the L9 falls off with
frequency near 3 Hz while P is flat out to 5 Hz, the highest frequency
in the model. This shows from a theoretical point of view that the Lg
spectrum is not a reflection of the source spectrum and verifies the
experimental observation that L# is of lower frequency than P. This
should be checked for other mechanisms than vertical strike slip. It would
be of interest to have further insight into the physical mechanism behind
this spectral difference. It should be noted that the difference is probably
somewhat obscured in acLtual field observations due to the high frequency
P coda which is inevitably still arriving at the same tine as the true Lg.
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Source depth 5 km
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Fig. 33(b). Spectra of the crustal transfer function associated with P and L
waves for a strike-slip source at a depth of 5 km. The time window is defineA
by group velocity between 6.5 and 4.0 km/sec for P and 3.8 and 2.5 km/sec
for L. waves. Five epicentral distances are considered from 100 to 500 km,
and the corresponding spectra have been plotted with an arbitrary shift.

Figure 34 shows the vertical displacement for three different
mechanisms as a function of depth. Apparently the P phase decreases
with increasing depth more slowly with depth than does Lg for this strike-
slip event (see Fig. 31) so that the earthquakes become more explosion-
like as the depth increases. In view of the different behavior of normal
dip slip events in Fig. 31, this relation should be checked for the other
two canonical earthquake mechanisms.

Notice in Fig. 34 how the PILg ratio varies with distance, as would
be expected due to the different rate of fall off the phases with distance.
Obviously any use of these ratios as a network-averaged discriminant
must make use of a distance correction before averaging.

Figure 37 shows seismograms as a function of distance for three dif-
ferent mechanisms. The seismograms seem quite similar and prompted
Campillo et al. to conclude that there was no difference in fall-off rate
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Fig. 35. Synthetic displacements produced by the three elementary types of
seismic sources at five epicentral distances between 100 and 500 km. The
scales are the same as in Fig. 32. Note the similarity of the L9 waveforms
radiated by a vertical strike slip and by a 45* dip slip.
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of the different phases as a function of source mechanism, as can be seen
by a comparison of Figs. 36 and 33(a).

Comparison of Fig. 37 for an explosion with Fig. 35 at 300 km seems
definitely to suggest that P/L, would be an excellent discriminant.
However, the vertical strike slip event does seem to have only about
a factor of 2 discrimination power; the other mechanisms seem much
better. It would seem that further explorations of parameter space are
warranted, and some experimental investigations of the range of observed
PLg amplitude ratios for earthquakes of known mechanism to see if
a region of parameter space can be reserved for explosions using
regionalization techniques.

Also, comparison of Figs. 35 and 37 does seem to indicate that the
explosion Lg is of lower frequency than that of the earthquake. More
detail on this subject is obviously important; a physical understanding is
greatly to be desired.

Dip-slip 5 km

Radial Tangential Vertical

0 0

0 

___ _ ,,__ I ...... ____

100 500 100 500 100 500
Epicentral distance (kin)

Fig. 36. Attenuation curves of P and L. waves for each component of ground
displacement for a thrust with a dip of 450 at a depth of 5 km.
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Fig. 37. Effect of explosion depth on vertical displacement produced at 300 Iun
of epicentral distance. There is an Interface at a depth of 2 km in the source
model considered.
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Relationship Among Near-Field, Regional,
and Teleseismic Observations of

Seismic Source Parameters

Shelton S. Alexander

Summary
Analysis of L2 excitation by explosions at NTS, Semipalatinsk, and

Hoggar indicates that above about .3 Hz Lg waves are not affected strongly
by non-isotropic source excitation and provide a reliable additional means
of estimating yield. Transverse component L, appears to give equally good
or better estimates of yield than vertical-component Lg, although combined
vertical and transverse Lg may be better than either alone. Differences in
modal excitation caused by differences in depth and source mechanism can
be observed in L. signatures from earthquakes in the eastern U.S.,
although the ensemble, represented by the conventional time-domain mbL

measurement gives a good estimate of size using single stations. Observa'-
tions for events in the Semipalatinsk area suggest that L. IP is a good
discriminant between earthquakes and explosions there. Several approaches
to overcome biasing effects of non-isotropic source contributions on the long-
period Raylegh wave signals from explosions have been developed and are
being tested.

Conclusions and Recommendations
Short-Period Surface Waves. Our recent findings (von Seggern

and Alexander, 1982, 1983; Alexander, 1983, and current research)
using data for NTS and Soviet explosions suggest that yields estimated
from Lg are much less affected by non-isotropic source effects than are
the long-period surface wave yield estimates. This holds true for all NTS,
Soviet and French events that we have analyzed to date. Figures 1 and
2 illustrate this result for NTS explosions where the L. source terms
derived by von Seggern and Alexander (1983), are shown compared with
P-wave source terms and yield. A number of these explosions exhibit
significant tectonic release based on the level of long-period Love-wave
excitation. Similar results for Shagan River events are discussed below.

Like NTS, explosions in the Shagan River area of the Semipalatinsk
test site produce transverse-component L. signal levels that do not



818 Rekaw, ih Among Near-Field, Rqkionl and Tokseisink ...

4
(a) a (b)

0 0 0

3 0 00
°  

0 0

00

0 2 0

0 0 0

0 10

0

-2 - 1 2 -2 -1 0 1 2
F (P) F(LIJ

Fig. 1. L, source terms of NTS explosions vs the P-wave source terms (a) and
the LR source terms (b).

appear to be correlated with the long-period Love-wave excitation based
on observations at the Grafenberg broad-band array, while the vertical
component does appear to be slightly reduced when the Love wave signals
are large. However, this is not the case for frequencies above 0.3 Hz.
We have found that for individual center frequencies in the range 0.5-0.8
Hz log (Lg (f)) vs mb is linear and exhibits small scatter. Center frequen-
cies around 0.6 or 0.7 Hz appear generally to be the best as the example
in Fig. 3 shows. The observed slope is unity for the paths from Semi-
palatinsk to Grafenberg (Fig. 3), Konsberg (not shown), and Kabul (not
shown), but apparently greater than unity for the path to Meshed (Fig. 8).

Therefore, we recommend that quantitative ways be developed to
estimate the relative contributions to transverse L from scattering vs
SH source excitation. The frequency dependence of the scattering con-
tributions is especially important for both yield estimation and inferring
non-isotropic contributions. Clearly, broad-band 3-component data are
essential for such an evaluation, so the addition of broad-band (or short-
period) horizontal components at SRO and other digital stations is strongly
recommended. An important question to be addressed is whether
transverse-component L is affected at any frequency by non-isotropic
effects. Above about 0.3 Hz there appears to be no significant non-
isotropic effects present in the explosion L, transverse or vertical signals
that we have analyzed.

In a recently completed M.S. thesis, Nichols (1984) analyzed the
L. and fundamental mode surface wave signals from the recent New
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Fig. 2. (a) Transverse L. source terms vs yield for NTS shots in various
media, (b) P source terms vs yield.

Brunswick sequence of earthquakes, using primarily the digital recor-
dings at SC? at a distance of approximately 1100 km. The source struc-
ture and focal mechanisms of the mainshock and several aftershocks were
modeled using llarkrider's program to calculate surface wave modal
excitation spectra and synthetic seismograms. She found that, unlike pro-
pagation from NTS to regional distances, these events exhibit signifi-
cant spectral differences among both vertical and transverse L
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signatures as a function of changes in source mechanisms and focal depths;
these differences persist to frequencies well above 1 Hz. This suggests
significantly less heterogeneity, hence less scattering, for propagation
paths in the eastern United States compared to propagation from NTS;
work is in progress to compare results at other eastern North American
stations with the SCP results. However, L. measured in the usual way
at SCP still gives excellent estimates of magnitude (Table 1). From the
modeling of the different source mechanisms of New Brunswick events
(Nichols, 1984), we conclude that even though individual higher modes

Table 1. Comparison of Short- and Long-Period Magnitude
Estimates for New Brunswick Earthquakes

Month/Day/Event rib mg W MILI M30
1982

1/9 main 5.7 5.8 5.2 5,9 4.9

1/9 aftershock 5,1 5.3 3.9 5.2 3,6

1/11 aftershock 5.4 5.5 4.5 5.5 4.25

6/16 aftershock 4.7 4,6 - 4.3 -

R Reported in Wetmiller ot al. (1983). mm., values are from the Canadian Network;
M, are from NEIS.

* As measured from the photographic records at SCP.
** As measured from the digital records at SCP. MhL for the clipped malnshock signal

was calculated from a short period record simulat'ed from the intermediate period
record.

are excited differently the ensemble gives nearly the same maximum L,
signal level from event to event when the rnb's are similar.

Additional GDSN, (SRO, DWWSN, and RSTN) teleseismic and
regional digital data for these earthquakes have been obtained from the
Center for Seismic Studies. They are being used for similar spectral
analyses for other paths in eastern North America to characterize the
path effects and source effects that can be distinguished as compared
with NTS and Eurasia. Direct comparison of these events with observa-
tions for the earthquake of March 20, 1976, (Fig. 6) located near Degelen
in Semipalatinhk and other nearby explosions will provide an excellent
test of the similarity of source and propagation characteristics in these
two regions.

We recommend that these important findings be pursued both to
document more completely the degree of variability for various test sites
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and to gain understanding of the mechanism(s) involved that explain why
Lg with its complicated wave character is such a good estimator of source
moment or yield. Where possible three-component recordings should be
analyzed to permit comparison of transverse (Love) vs vertical (Rayleigh)
L. excitation; one important unresolved question is the mechanism(s)
that consistently produce transverse-component L. signals comparable
to or greater in energy content than vertical-component L9 for NTS
explosions and cavity collapses and for Soviet explosions. As the results
of von Seggern and Alexander (1983), Fig. 2, and current research show,
transverse L. observations give good yield estimates for NTS events
and they are essentially unaffected by non-isotropic source contributions
as far as event magnitude (moment) is concerned.

Several approaches might be used to obtain improved absolute
estimates of yield from L.. One is the approach of von Seggern and Alex-
ander (1983) where path effects are estimated and automatically taken
into account to obtain the source moment (yield) for each event. Another
is to use a local array such as Grafenberg or NORSAR (NORESS) to
obtain the mean, noise-corrected L spectrum (with station structure
effects averaged out) from which pal Q can be estimated, provided the
source spectral shape for L, modes can be inferred. Figure 4 show , an
example of the mean, noise-corrected L spectrum for the Grafenberg
array (12 stations) for a mb 5.9 Shagan iver explosion. Assuming the
source spectral excitation is flat in the range 0.3-0.9 Hz the average path
Q is inferred to be slightly less than 1000. This is consistent with the
individual station spectral amplitude decay obtained by narrow band filter-
ing as shown by the example in Fig. 5. Another is Nutti's approach where
the L. coda decay gives an estimate of average path Q and the observed
L. signal can then be corrected to give the source excitation (yield); in
applying this method filtering of digital seismograms around the domi-
nant frequency of the L signal may give an improved estimate of the
average path Q, hence yield, Averaging the coda Q values obtained from
individual stations in a local array (such as GRF or NORESS) may give
a still better estimate of yield.

With regard to discrimination, it appears that in the western U.S.
Pj/Lg is the most powerful short-period regional discriminant whereas
in the eastern U.S, P, IL, may be more diagnostic. L. (P also appears
to be a powerful regional discriminant for events near Semipalatinsk as
indicated in Fig. 6 and Figs. 7 and 8. There is approximately an order-
of-magnitude difference in the L, P excitation for the earthquake and
a nearby explosion of comparable mb (5.1 and 5.2 respectively) shown
in Fig. 6. Figure 7 confirms that the pattirn of L /P spectral energy
distribution for the mb 5.2 explosion is typical of others in the
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Fig. 4. Noise-corrected mean power spectrum for the event of 4/22/81 for
the Grafenberg array (12 stations included in the average).

Semipalatinsk source region. This result is significant because other
studies comparing Lg from earthquakes and explosions in Eurasia have
suggested that Lg IP may not be a good discriminant. In those studies
the earthquakes and explosions typically were rather widely separated
spatially, so possibly differences in propagation paths or local source struc-
ture differences contributed to the variability.

An extension of the decomposition method used by von Seggern and
Alexander (1983) should be incorporated into existing discrimination
algorithms to allow simultaneous discrimination and source moment (yield)
estimation from combine t regional and teieseismic phases observed over
a network, with source terms isolated from propagation and station terms.

Long-Period Surface Waves. Various methods can be considered
to overcome the biasing perturbations caused by non-isotropic effects.
In settings dominated by strike-slip faulting M bias can be minimized
s;mply by averaging over azimuth or utilizing observations on favorable



824 Relatiowhip Amng Near-Field, Rqional and Tetsesmic ..

1000

0 LGT (RMS) OLGZ (RMS)

10 -0 - o
100

0

0

10 0

'0

1.0 0
00

1 0 0
1000

10 0

10 C' 0

0 1 2 3 4 0 1 2 3

Frequency (Hz)

Fig. 5. L. spectral amplitude vs frequency for transverse and vertical com-
ponents of the event of 4/22/81 at Grafenberg station Al.

source-receiver azimuths (where Love-waves are maximum), whereas
in areas dominated by thrust or normal faulting a systematic amplitude
bias that is weakly dependent on azimuth is introduced into the Rayleigh
signal. In those settings determinations of A bias must be made based
on the orientation of the tectonic stress field (principal stress directions)
and on the level of Love-wave excitation at several stations, assuming
the bias is mostly "earthquake-like".

If there is sufficient azimuthal coverage, a formal moment tensor
decomposition (properly constrained) can be used to estimate the isotropic
(explosion) contribution. However, in many instances surface wave data
from relatively few stations are availab'!, so other techniques are needed.
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Explosion: Jan. 15, 1976 49,90 N, 78.20 E: m. - 5.2; A = 19.20
Earthquake: Mar. 20, 1076 50.1ON, 77.3*E; m, - 5.1; A = 18.80

Short-Period Vertical Component Records at SRO Station Meshed (MAIO)

30 mu 8.1 km/sec 60 sac 6.0 km/sec

Eqke -8.1 km/sec 6.0 km/sec5.0 km/sec 4.5 km/sec

Expi 3-- -km /soc

Eqke 5.0 kitusec 4.5 Wmowe
4.0kml~sec 3.8 kmlsec 36 km/aec

4.0 kmlc 3.2 km/sec 38 km/sec 3.6 km/sec
3.4 km/s3c 3.0 km/sec

3.4 kn/se 2.8 km/sec 3.2 km/sec 3.0 km/sec
ExpI

2.8 km/sec

Fig. 6. Comparison of signatures of a mb 5.2 nuclear explosion at Degelen
and a nearby mh 5.1 earthquake recorded at the SRO station MAIO. Note that
the L/P ratio for the earthquake is approximately 8 times that for the ex-
plosion indicating that Lg/P is a good discriminant. L/P for the explosion is
comparable to that observed at a similar distance for the Hoggar explosions.
The mL, for this earthquake using Nuttli's formula for the eastern U.S. is
5.25.

In the case of strike-slip tectonic contributions, averaging Rayleigh waves
over azimuth will reduce or eliminate the biasing effect on M. An alter-
native is to estimate AV using only Rayleigh waves at stations which have
maximum Love wave amplitude; theoretically at that azimuth there is
no Rayleigh-wave contribution from the strike-slip source. For exam-
ple, for NTS events, stations such as SCP would be near a Love wave
maximum. However, for tectonic areas characterized by dip-slip (thrust
or normal faulting) contributions, other techniques must be used, because
the Rayleigh wave bias is systematic with a weak dependence on azimuth
and frequency. In this case the use of the Love waves is crucial. One
approach that we are now pursuing for the Shagan River area is to use
several very low tectonic release events to obtain an empirical "pure
explosion" Rayleigh signature (shape), which then is incrementally scaled

I
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rbl

Fig. 7(a). Comparison of spectral (power) signatures displayed as a function
of frequency and velocity for the explosion (top) and earthquake (bottom) for
the seismograms shown in Fig, 6.

and subtracted from the total Rayleigh wave signature of high tectonic
release events until the best double-couple solution is found (i.e., when
the trace of the moment tensor is closest to zero). This scale factor times
the "pure explosion" signature then gives the equivalent Rayleigh wave
for the explosion without tectonic release. For each event, these derived
"pure explosion" Rayleigh waves for the network stations are then used
to estimate A (yield). The assumptions in this approach are (a) that
"pure explosion" Rayleigh waveform shapes are the same for events
of comparable yield in the same source region and (b) the long-period
Rayleigh and Love-wave signatures generated by non-isotropic source
effects can be represented by a double-couple earthquake source. This
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Fig. 7(b). Displays for two other explosions at Semipalatinsk as given in Table
2. Note the striking difference in the L, energy distribution compared to the
P-wave energy for the earthquake vs the explosions and the close similarity
among explosions. Top display Is for the event of 9/15/78 and bottom is for
the event of 7/05/78 as recorded at MAIO. See Table 2 for event information.

latter assumption is least likely to hold in general but appears to be
acceptable for the Shagan River source region and NTS. The remaining"pure earthquake" Rayleigh and Love-wave signals for each event
interpreted in terms of a best-fitting equivalent earthquake model (strike,
dip, rake, depth, moment) will also characterize the corresponding tec-
tonic stress field at the source. Comparison of the inferred stress field
with the known geologic features at each source location may increase
our understanding of the nature of non-isotropic source generation at
Semipalatinsk. We will continue with this approach and look particularly
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Table 2. Events Analyzed for SRO Station MAIO

Date Origin Time Location (ISC) mb (ISC)
h m 8 Lat. Long.

09/29/78 02: 37: 06.4 49.98"N 79.020E 5.9

11/23/76 05: 02: 57.5 49.97ON 79,010 E 5.8

07/05/78 02: 46: 57.5 49.84"N 78.910 E 5.8

05/29/77 02: 56: 57.5 49.860N 78.840 E 5.8

06/11/78 02: ,56: 57.8 49,88°N 78.810 E 5.9

09/15/78 02: 36: 57.5 49.910N 78.940 E 6.0

03/20/76 04: 03: 39.9 50.02 0N 77.37"'E 5.1

01/15/76 04: 46: 57.3 4980ON 78.250 E 5,2

at the frequency dependence of the tectonic contribution. The frequency
dependence is important because we now know that high-frequency higher
mode surface waves (L.) and body-waves typically do not have signifi-
cant tectonic contributions, and the explanation may rest on the nature
o this frequency dependence (e.g. different and longer source-time func-
tion versus scattering dependence).

Center Frequency -0.7 Hz Center Frequency , 0.7 Hz0.100 r0.100
o- LGZ 0 o-LGZ (AMS)

S E0*3/20/76

1 Explosions 0.010 * 3/20/76 a

Earthquake Explosions

0 .0 0 1 - O . D - I -... . I. 0 I -l 1
50 5.3 5,6 5.9 6,2 5.0 5,3 6 5.9 6.2

Magnitude (ISC - m) Magnitude ('SC- mb)

Fig. 8. Observed La amplitude vs mb for the center frequency indicated for
Semipalatinsk explosions. Left-hand figure is the RMS in the L. velocity win-
dow. (See Table 2 for event information.)
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An Evaluation of Seismic Decoupling
and Nuclear Test Monitoring Using

High Frequency Seismic Data

Charles Archambeau

Summary
The possibility of sut.cessful evasion of a Comprehensive Test Ban Treaty

(CTBT) or a Low Threshold Test Ban Treaty (LTTBT) at yields up to
several kilotons by cavity decoupling (Latter et at., 1961) has greatly in-
fluenced all estimates of the monitoring capabilities attainable by reasonable
seismic networks, even when including stations within the USSR and USA.
However, observations of regional distance signals at NORSAR and in
the eatern U.S. indicate high S/N ratios, near 30, are to be expected for
small events (e.g., fully decoupled I kt explosions) at distances up to around
300 km. This appears to be a consequence of the rapid falloff of high fre-
queney noise at selected sites (varying as f-2) and the very high effec-
tive Q paths for the high frequency signals. Given that the theoretical, and
observed, decoupling jiactor is strongly frequ~ency dependent; in particular,
for a I kt decoupled explosion in salt it is near 200 at low frequencies and
is 10 or less at frequencies greater than 20 Hz, then it is possible to detect
and discriminate decoupled explosions to much lower magnitude levels than
previously thought, provided a properly designed in-country array recording
high frequency data is used. In particular, with a 25 station network in
the USSR and 15 stations in surrounding areas, it is estimated that four
or more stations will detect all I ktfully decoupled explosions, essentially
anywhere within the USSR, when high frequency data is employed. Fur-
ther, it is inferred that spectral discrimination methods, such as variable
frequency magnitude discrimination (VFM) methods, which exploit spec-
tral differences between explosions and earthquakes, can be applied to
routinely identify any such events as well as small tamped explosions.
Therefore, one conclusion to be drawn from this analysis is that in-country
networks operating in the high frequency range can greatly enhance detec-
ton/identilcation of decoupled explosions, to a degree that I kt, or even
lower yield, decoupled as well as tamped explosions could be detected and
identified with high probability.
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Decoupling of an explosion requires emplacement in a cavity of suf-
fucient size that all stresses produced by the explosion at the cavity walls
are within the elastic limit. As was pointed out by Latter et al. (1961),
the size of such a cavity can be predicted using relatively simple
hydrodynamic estimates and is within the range of mining capability for
small yield explosions of a few kilotons and less. For such a decoupled
explosion, the simple elastic solution for a pressurized cavity in an elastic
medium, wherein a st-r function in pressure may be assumed as a
reasonable approximation for the pressure at the c-u ,,ty wall, provides
a reasonably accurate prediction of the direct -es ric wave field in the
surrounding medium. In particular, for q arcal avity of radius Rd,

the predicted displacement spectrumii - 1 ,jisaon solid, at a radial distance
r, will be given by (e.g. Sharpe, 1942)

d- o - A (1)
4A v., - .75k d + ivpRdW) r

where v, is the compressional wave velocity, j the material rigidity, w
the angular frequency and P0 the magnitude of the pressure step.

On the other hand, tamped explosions can be viewed in terms of
an "equivalent elastic source", described approximately in terms of a
simple pressure step at an "equivalent elastic radius," Re, the radius
at which the shock wave in the material has decayed to a level where
elastic behavior occurs. In this case the direct elastic solution given in
Eq. 1, but with the radius replaced by R. and pressure magnitude by
P,, the "equivalent elastic pressure" at the elastic radius. Both R, and
P, will be strongly dependent on the surrounding material properties,
in particular on strength, porosity, water content, etc., and must be deter-
mined emperically or estimated from nonlinear finite difference calcula-
tions. In general, however, P - P while the elastic radius is always
much larger than the decoupling radius, so

R *Rd.-
In view of these relationships involving the expressions for the

radiated elastic wave fields from coupled and decoupled explosions, a
decoupling factor D may be defined as the ratio of the amplitudes of the
two source types, so one has:

2 2
RdP e'  (f .75R . )2 + (VpR dW)2/(-R:Poi
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Figure 1 shows predicted spectral characteristics of tamped and
decoupled explosions for a salt environment (SALMON data used) using
the simple relation of the form of Eq. 1. The spectra of both types of
explosions is characterized by a flat spectral level up to a corner frequency,
beyond which the amplitude spectrum decays as f 2 with increasing fre-
quency. The corner frequencies scale with yield (W) as Wh, so that the
loci of explosion corner frequencies lie along a line off -3 slope in the
spectral plane. Clearly the decoupled explosions are much reduced in
low frequency amplitude from tamped explosions of the same yield. For
example the 5 kt decoupled explosion has a low frequency amplitude which
is roughly a factor of 200 less than that of the tamped 5 kt explosion.
However, at higher frequencies the decoupled effect is much less, at
30 Hz the decrease is only about a factor of 10 between the spectral
amplitudes for the 5 kt tamped and decoupled explosions.

The reduction in coupling as a function of frequency for a 1 kt explo-
sion in salt is shown in Fig. 2 for various cavity radii, with the larger
radii producing over-decoupling with cavity sizes much larger than is
necessary for elastic behavior at the cavity wall. The rather rapid decrease

Explosion Spectra (SALMON)
10 4.8

1 1o - 3.8

.0.1 . 1 k (T)2.8

..... i.... .. . .. ..--45~o kt () '0.01 1 kt (DOC) .

0.0001 - -0.2
0.0001 kt (T) -0.2

110 10 1000
Frequency (Hz)

Fig. 1. Predicted source P wave displacement speetra uf underground explo-
sions in salt (Sharpe model, SALMON conditions). Left hand scale: displace-
ment in arbitrary units. Right hand scale: magnitude scale in mb units. "T"
= tamped. "DEC" = decoupled.
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Fig. 2. Decoupling factor for 200 "

explosions in salt (SALMON Decoupling in Salt
conditions) as a function of (SALMON conditions)
frequency and radius of c150)
cavity. Smallest radius is for
"fully-decoupled" explosion.
For yields (W) of other than Cavity radii in meters
I kt, scale frequencies as 100 (Yield = 1 kt)
W-" and radius as W% ,

16.5 m

0 20 40 60
Frequency (Hz)

in the decoupling factor from over 200 at low frequencies to less than
10 at high frequencies for the decoupled explosion in the smaller decoupling
cavity indicates the rapidity of the decrease in decoupling at high fre-
quencies. The figure also shows that rather large decoupling radii are
necessary in order to increase the decoupling to around 50 at high fre-
quencies, with such large cavities being very difficult to construct and
maintain.

Because of the decrease in decoupling at the higher frequencies, there
is a clear possibility of detecting and discriminating decoupled explosions,
as well as small tamped explosions, using signals in the high frequency
range (e.g. from 5 to 50 Hz) recorded at regional distances. Figure 3
shows predicted earthquake spectra, based on first order relaxation theory
models (e.g. Archambeau, 1968), superposed on the spectra for low
yield tamped and decoupled explosions. Clearly, if it is possible to
observe and reliably measure the high frequency signals, it should be
possible to discriminate all types of explosions from earthquakes using
a high versus low spectral difference (or ratio). In particular, if signals
from a few Hertz out to 30 Hz can be measured with good signal-to-
noise ratio in the regional distance range, then measuring P wave
magnitudes at (say) 5 Hz and 30 Hz would show all explosions, including
all decoupled explosions down to 1 kt, to have much higher 30 H4z
magnitudes than all comparable earthquakes with the same low frequency
magnitude. This corresponds to discrimination down to about the
magnitude 1.5 level. At lower magnitude levels it would be necessary
to employ a yet higher frequency magnitude measurement to achieve
spectral discrimination by this approach, since earthquakes with stress
drops above about 100 bars and explosions with magnitudes (tnb) below
about 1.5 have nearly flat spectra over the entire range from 1 to



834 An Evaluation of Seismic Decoupling and Nuclear Test.

10 , 4.8._.. .a, , kt (T) ... xplosion (XP)

1 kt (T) Earthquakes

3.8 .

00 1 kt (1)\0.

5 . kt (Dec

. 0.0001 kt IT)I It (Dec) I ~ ~

10 100 1000
Frequency (Hz)

Fig. 3. Predl .ted event P wave displacement spectra of earthquakes and ex-
plosions (in salt). Left hand scale: displacement in arbitrary units. Right scale:
magnitude in mb units. Earthquakes have variable length with fixed rupture
rate (less than but near the shear velocity) and fixed stress drop of 25 bars.
The lines labeled "100" and "1000" are corner frequency lines for earth-
quakes with stress drops of 100 and 1000 bars. (Spectra for such earthquakes
are similar to those shown for 25 bar stress drops, but shifted such that their
P wave comer frequencies lie along the corner frequency loci indicated.)

30 Hz. (Therefore, both event types would have the same low to high-
frequency spectral ratio, and occupy the same region in the low frequency
magnitude versus high frequency magnitude plane.)

In shield-like stable continental areas there is a good evidence that
sufficiently large high-frequency signals can be recorded at properly
chosen, low noise, stations out to distances of the order of 1000 kn.
Figure 4 shows P wave spectra recorded at a distance of 190 km from
an eastern Canadian earthquake. The high frequency noise level for the
recording site is well below the lowest signal power shown on the figure
out to 50 Hz. Similar high frequency signal data has been recorded at
NORSAR during special recording periods when high digitization rates
were implemented (Trourud, 1983; Bungum, 1983).

In these latter studies the observed signal-to-noise iatio of a small
Semipalatinsk explosion (mb - 4.2), at a distance of 38', was from 8
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Fig. 4. Observed displacement spectrum of a mh a 4.2 earthquake in
Canada, as observed at a range of 190 kilometers in New York. "Theoretical"
lines shown indicate a fit to the observed spectrum based on relaxation source
model predictions and an attenuation Q factor of 9000 for P, in the eastern
U.S.

to 10 in the frequency range from 1 to 10 Hz, with both the high fre-
quency noise and signal also established to fall-off with increasing fre-
quency at a rate of from 40 to 50 dB per decade (i.e. asf -2 tof -.25).

The noise was also shown to continue at about this fall-off rate out to
40 Hz.

Given these results, it is possible to predict the signal spectra to
be observed at a NORSAR-like station (i.e. a station having noise
characteristics like NORSAR) for various sized events. Figure 5 shows
the event spectra of Fig. 3 relative to scaled noise, for events at various
distances A. Thus, for events observed at a distance of 10', we would
expect a signal-to-noise displacement amplitude ratio of about 30, at
30 Hz, for a 5 kt decoupled eyolosion and a S/N ratio slightly above one
for a 1 kt decoupled explosion at this distance. However, for events at
distances of around 60 the signal to noise amplitude ratio for a 1 kt
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Signal to Noise for Earthquakes and Explosions
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Fig. 5. Predicted source P wave displacement spectra of explosions and earth-
quakes versus scaled noise levels. Left hand scale: arbitrary units. Right hand
scale: mb units (measured at 1 lz). Lines labeled "A = 380" ,

"A = 10o" etc. are scaled noise level curves at particular distance@ from the
source obtained by multiplying observed noise spectra, varying approximately
as f-, at frequencies above 1 Hz, by the inverse of the transfer function for
P waves. The transfer function used is that appropriate to the eastern U.S.,
with Qo - 9000 for P and with a "geometric "decrement varying as A-2.

decoupled explosion would be about 5 near 30 Hz (i.e., a displacement
power ratio of 25 at 30 Hz).

Therefore, for low noise recording sites simbiar to NORSAR, one
would expect to be able to detect 1 kt and smaller decoupled explosions
and to obtain signal spectrum information over a wide high frequency
range, up to 30 Hz or higher, in the original distance range. Further,
in view of the spectral differences between earthquakes and explosions
at high frequencies, it would be possible to discriminate the explosions
from earthquakes.

If twenty-five high frequency recording sites of this (low noise) type
were to be located in the USSR, as indicated by solid triangles on the
map in Fig. 6, then detection levels as indicated on this map could be
obtained with a detection probability of .9 using 30 Hz signal data. Here
it was assumed that decoupling could occur in areas with salt deposits
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Fig. 6. Predicted number of detecting stations at 0.9 probability for a 1 kt
explosion with full decoupling assmned in all hard rock locations. Detection
estimates at 30 Hz. Solid triangles: seismological stations. Decoupling as-
sumed possible in salt and other strong rocks throughout the USSR. At each~
point on a 1 degree latitude/longitude grid, a 1 kt explosion is assumed to
occur. The symbols located on tis grid indicate the number of stations detec-
ting signals at 30 Hz from the events at that location. Noise levels at allstations arc assumed comparable to those at NORSAR. Tectonic areas are

assumed to have western U.S. characterietics for signal transmission.

or near surface hard rock environments (e g. granite) and that signal prop-
agation in the non-tectonic areas of the USSR is the same as in the eastern
U.S. In tectonic areas it was assumed that P wave propagation wassila
to that obse~ved i the western U.S. Figure 7 shows the detection capab,-
ty for the case of a fully decoupled 1 kt explosion with a higher noise
environment existing at all stations. (In this example the noise levels are
assumed to be about 12 dB above that observed at NORSAR.) In pite

of the high noise levels assumed for all stations, it is stiil predicted that
most such explosions within the USSR would be detected at from 4 to ,
5 stations, with only a, few explosion locations occurring within the reltive- 4
ly small tectonic areas, where only two or 3 stations8 woulo detect such ,
an event. These result therefore illustrate that: (1) if a s;~cent number
of low noise sites can be located in the USSR; and (2) if propagational

0 0
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Discrimination With Regional Phases
in the Western U.S. and Eurasia

T.J. Bennett, J.R. Murphy, D.G. Lambert
and J.M. Savino

Summary
The objective of the S-CUBED research program has been to

systematically identify and assess the value of regional Phase measurements
for discriminating Soviet events. Our approach has included the follouing
elements. (I, Use of a well-controlled earthquake and explosion samplefor
the t'cinity of the Nevada Test Site to test the reliability of various proposed
regional phase discriminants; (2) Development of a basis for extending the
,esuits to apply to Soviet events; and (3) Testing of the regional discrimi-
nant measures on available data from Soviet tvents.

Over the years, a -wide varietv of regional phase discriirinant
measures have been proposed and tested on various data bases, and
Blandford (1981) and Pomeroy et al. (1982) have recently provided ex-
tensive reviews describing these stulies. A common problem shared by
many of these previous investigations has been that it has been difficult
to unambiguously interpret the observations due to the fact that the
epicentral locations of the earthquake and explosion sources being com-
pared have typically not coincided very closely. That is, given the well-
documented variability of regional phase characteristics with changes in
propagation path, it has been difficult to attribute observed differences
between the earthquake and explosion populations to characteristic dif-
ferences in source excitation with any real degree of confidence. Conse-

* quently, in our regional discrimiation studies, we have focused our
attention on the analyses of well-controlled data bases recorded from
explosions and nearby earthquakes. Thus, for the western U.S., ow sam-
ple consists of regional data recorded from a Large sample of Nevada Test
Site (NTS) explosions and nearby earthquakes located within about 1'
of NTS. Data from these events recorded at the Tonto Forest Obser-
vatory (TFO) in Arizona, the Uinta Basin Observatory (UBO) in Utah
and the Blue Mountains Observatory (BMO) in Oregon have been used
to test a variety of proposed discririnants. The approximate distances

:: -N
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and azimuths of these stations with respect to NTS are: 530 kn and 1240
for TFO, 670 km and 550 for UBO and 900 km and 3530 for BMO.

One simple, time-domain regional discrininant which has received
conside:able attention over the years is the L,/P amplitude ratio. That
is, it has been observed that, at least in some cases, the Lg amplitude
level for earthquakes is sigail-cantly larger than that for explosions hav-
ing comparable P, amplitude levels. Figure 1 shows comparisons of Pg
versus Lg peak amplitude measurements for stations TFO, UBO, and
BMO, derived from our sample of NTS explosions and nearby earth-
quakes. As has been noted previously (Murphy and Bennet, 1982), the
Lg/ PF, amplitude ratio at TFO is, on rhe average, somewhat larger for
the earthquakes than for the explosions. Hcwever, the scatter in these
earthquake observations is sufficiently large that the 2a error bounds
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envelope the mean explosion line as well as most of the explosion data.
Moreover, it can be seen fron this figure that the results obtained using
data recorded from subsets of these same.; events at stations UBO and
BMO show even less separation, indicating that network averaging can't
be expected to significantly improve the performance of the L /Pj q

* discriminant. We conclude that the L /P. discrinilnant is not ca)able of
consistently separating NTS explosions from nearby earthquakes.

One promisi.g new regional discriminant which has been tested on
this western U.S. data set, is based on observed differences in the relative
spectral composition of the regional phases recorded from the two source
types (Murphy and Bennett, 1982). That is. it has been found that the
L,, and to some extent the P, signals from earthquakes are relatively
richer in high frequency content than the corresponding signals from ex-
plosions. On the basis of this observation, an Lg spectral discrimmiant,
defined as the ratio of the average spectral amplitude level in the 0.5
to 1.0 Hz- passband to the average spectral amplitude level in the 2.0
to 4.0 Hz passband, has been applied to the available western U.S. data
sample. The results for stations TFO and UBO are shown in Fig. 2. It

102TFO UBO

0

10,
0U o. 00'

00 *

-20

0

* Explosion e Explosion
0 Earthquake ,.: Earthquake

3,0 4.0 5,0 3.0 4.0 5.0

Fig. 2. L spectral ratio as a function of n, for NTS explosions and nearby
earthquakes recorded at TFO (left) and UBO (right).
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car) be seen that at TFO, where a representative sample of results are
--available, the discriminant works quite well, -with an average separation
between the earthquake and explosion populations of more than a factor
of 3. The corresponding results for station UBO (and also BMO) tend
to support this conclusion, although the sample of earthquake data available
for analysis from this station is currently too small to permit definitive
conclusions. In any case, these preliminary results are encouraging enough
to suggest that the L. spectral discriminant is worth testing on other data
sets.

With regard to application of regional discnrminants to Eurasian events
of interest, we have recently been focusing our investigations on the
analysis of regional phases recorded at selected SRO stations from nearby
earthquakes and explosions within the Soviet Union (Bennett etal., 1984).
In this case, it is even more difficult to obtain well-controlled data samples
than it is in the western U.S. due to the fact that the principal underground
nuclea, test site at Semilpalatinsk is located in a largely aseismic region.
Figure 3 shows the map locations of our sample of earthquakes located
within about 7' of Semipalatinsk with respect to the location of the SRO
station KAAQ located about 17' south of the t.,c site in Kabul,
Afghanistan. The short-period, vertical component seismograms recorded
at KAAO from these six earthquakes and four Semipalatinsk explosions
are shown in Fig. 4. The vertical arrows on these figures denote the
expected arrival tines of phases traveling with group velocities of 4.5
kn/sec (i.e., S,) and 3.5 kmisec (i.e., Lg). It can be seen from this figure
that four of the six earthquakes show S and L,, amplitudes which are
significantly larger than those observed from explosions with comparable

Fig. 3. Locations of Se-ii- 65- 90-
palatinsk tet site and cor- 55 -

relative earthquake sample Semipalatinsk
with respect to station Test Site
KXAA 0.*

4

a KAAO

300 __K650 go
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Fig. 4. Comparison of earthquake and e. plosion seismogriAms observed at
KAAQI for Semiipalatinsk explosions and tevera] nearby earthquakes.
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P wave amplitudes. However, the two remaining earthquakes (i.e., #1, - . . . .
#2) produced relatively weak S and Lg signals only marginally larger than
those of the explosions. With reference to Fig. 3, it can be seen that
these are also the earthquakes which are located closest to the explo-
sion epicenters at Semipalatinsk. Thus, as in the western U.S., the ques-
tion arises as to whether these differences in Lg excitation are due to
differences in source type or simply to differences in propagation path
characteristics. We are currently investigating data recorded at other SRO
stations from these events in an attempt to answer this question. In any
case. it seems clear that in Eurasia, as in the we;stern U.S., there are
shallow focus earthquakes which are associated with LgiP ratios com-
parable to those characteristics of explosions.

Finally, Fig. 5 shows some preliminary comparisons of L. spectra
derived from data recorded at KAAO from a Semipalatinsk explosion and
three fairly proximate earthquakes. In this case, because of the longer
propagation path, the available bandwidth at KAAO is limited to frequen-
cies below about 3 Hz as opposed to the 5 Hz cut-off characteristic of
the western U.S. stations TFO, UBO and BMO. Nevertheless, it can
be seen that when the L9 spectr-a for the earthquakes are normalized
to a common level at frequencies below 1 Hz, the earthquake spectra
are found to be somewhat richer in high frequencies than the explosion
spectrum, similar to the findings for -the western U.S. cited above.

Conclusions and Recommendations
Based on analyses of a large sample of data from stations at regional

distances for explosions and earthquakes near NTS and the Soviet test
areas, we conclude that some regional discriminants look promising for
event identification in certain areas (e.g., Lg spectral ratio in the western
U.S. and possibly Lg/P,,,, amplitude ratio and L. spectral ratio in the
Soviet Union). However, none of the regional discriminants which have
heen tested produces correct identification in all cases. It is our view
that regional disc6rinants will not be established as reliable tools without
additional theoretical insight into the physical behavior of regional phases.
In particular, a better theoretical basis needs to be developed for ex-
plaining how source and propagation path differences affect the observ-
ed sigras and discriminant measures. These theoretical studies should
help to identify which regional discriminant measures should be pursued.
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Theoretical Modeling of Lg Wave Attenuation

M. Bouchon and M. Campillo

1. Spatial Attenitation
We compute the theoretical seismograms and the L., wave spectra

for a crustal structure where Q obeys the experimentall derived law
for attenuation of regional phases in France. The velocity model chosen
is based on long range refraction experiments and is thought to approx-
imate the crustal structure in Central France where most of the recor-
ding stations are located.

The model parameters are given in Table 1. Q is assumed to be
uniform throughout the crust and of the form Q = 290f 05 where f
denotes the frequency. The seismic source is a vertical strike-slip disloca-
tion point located at a depth of 10 km. The source time dependence is
a step function. The synthetic vertical displacements in the range 180
to 700 km are shown in Fig. 1. The frequency cut-off is 5 Hz. The
attenuation of the high frequencies with increasing epicentral distance
is clearly visible. The corresponding L. wave spectra taken in the group
velocity range3.8 to 2.5 kin/s and deconvolved from the source time
function are displayed in Fig. 2. As shown by Campillo et al. (1984), a
45Cdip-slip dislocationi would yield the same spectra. From these results
we can infer the amplitude fall-off with distance at various frequencies
(Fig. 3).

Table 1. Crustal model

Layer P-wave S-wave Density
thickness (kin) velocity (krn/sec) velocity (krnlsec) (gm/cm3)

2 4.5 2.6 2,6

16 6.0 3.5 2.8

6 6.3 3.65 2.9

6 6.7 3.9 3.1

8.2 4.7 3.3
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The comnparison with the data (Fig. 4) shows a very good agree-
ment between observations and calculations which supports thu inter-
pretation of Lg wave attenuation as an average shear wave crustal
attenuation.

2. Influence of Source s Depth
AsLg vaves are nade up of multiple subcriticaliy reflected S waves

(e.g. Bouchon 1982), the shear wave velocity in the source region should
affect their propagation, An illustration of this dependency is presented
in Fig. 5. We have drawn in this figure all the subcritically reflected rays
(tioat i the individual contributicns to the Lg wave group) radiated by
sources located at 1 km, 10 km and 29 km depth. Claarly, the L waves
radiated by the three sources sample with different weight different
regions of the crust. A deeper source will sample the crust more uniformly

* than a source located in the upper crust.
Another related phenomenon is depicted in Fig. 6. We have traced

all the subcritically reflected rays radiated by a 10 km deep source and
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leaving the source in three different ranges of take off angles: 0-60z,
60'-120', and 120'-180'. The shallowest rays do not sample the lower
crust while the more oblique ones which are associated with longer travel
time sample the crust quite uniformly.

In Fig. 7 we investigate the effect of a low Q in the upper sedimen-
tary layer on the attenuation of Lg waves. We assume that all the
attenuation occurs in the 2 km thick upper layer and is of the form Q
= 100f0.. The corresponding synthefic seismograms show that the high
frequencies .ttenuate only slightly with distance and suggest that a zone

| • • • • • . • ..___.. . . .
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of low Q in the sediments or at shallow depth would have little effect
on the attenuation of Lg waves,

It is also interesting to investigate the effect of a zone of high
attenuation at the base of the crust as such models have been proposed
by several authors.

For this purpose, and in o r to separate such effects, we consider
a model where all the attenuation occurs in the bottom crustal layer. We
again assume Q 100f05, The resulting seismograms are presented
in Fig. 8. They show a sharp attenuation of the L. coda. The comparison
with Fig. 7 is particularly striking in this respect: the Lg wave coda is
quite Misensitive to the presence of highly attenuating sediments but will
be strongly affected by attenuation or scattering at the base of the crust,
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Hide-In-Earthquakes (HIE) Studies
Using Broadband Data

J.A. Burnetti and D. W. Rivers

Summary
A detailed examination of seismicity rates before and after large earth-

quakes is to be prformed. Superposition of earthquake and explosion broad-
band seismograms ull be used to evaluate the iffectiveness of the Hide-in-
Earthquake (HIE) evaluation scenao for regional networks. This study
is still in the preliminary stages of investigation.

Background
An eva5ion scenario.which. has-attracted considerable attention in

previous studies is the possibility of disguising a clandestine nuclear test
by setting off the explosion shortly after the occurrence of a large earth-
quake, These studies af thehide-in-earthquake (HIE) evasion technique
have utilized seismicity patterns to predict the number of opportuities
per year for the detonation of an explosion which could not be de .cted
on account of interfering signals from the preceding, larger earthquake.
Such studies may tend to underestimate the possible effectiveness of
the HIE technique, since some secondary signals within seismic codas
which are detectable in theory may nevertheless go unreported in actual
practice if particular attention is not paid to the possibility of evasion.
Furthermore, even if signal arrivals are detected in the earthquake coda,
it is not guaranteed that they will be correctly associated so that an analyst
can form the second event correctly. One method of avoiding these pit-
falls in the estimation of HIE effectiveness is to use only seismic bulletin
data which have already been processed without special regard to signals
buried within codas, These bulletin data would be used to test the
hypothesis that earthquakes may get hidden in the codas of other earth-
quakes. If this hypothesis turns out to be true, then one would be led
to conclude that the HIE technique would be successful under the same
set of conditions (i.e. data availability and routine analysis procedures)
as prevailed during the creation of the bulletin.

An important aspect of previous HIE studies has been the deter-
rnination of how small a signal may be detected withhn the coda of a larger
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earthquake. This determination has been performed by synthesizing com-
- posite seismograms consisting of explosion and earthquake signals added

together at various time separations with various relative amplitudes.
These synthetic seismograms were examined by an analyst, who attemp-
ted to identify the explosion signals which were imbedded within the
earthquake codas. As was noted earlier, this procedure may tend to
overestimate the analyst's effectiveness in performing this task in more
nearly routine circumstances. These studies are necertbeless useful as
a determination of how small a signal is at least possible, if not actually
likely, to be detected within an earthquake coda. These studies (e.g.,
Jeppson, as reported by Dahlman and Israelson, 1977) have utilized the
response of short-period instruments in generating the synthetic
seismograms, since signal detection is customarily performed on short-
period traces. Modem seismic networks such as the RSTN, however,
also employ broadband instrunments which may impart information useful
for HIE counterevasion. In particular, the characteristic period difference
between earthquakes and explosions may be more nearly evident on
broadband traces. The RSTN is'envisioned as a prototype for a network
which would be deployed within the USSR, so it is an appropriate system
to use as a m6del in an HIE investigation which is designed to determine
the counterevasion value of stations located at regional distances to the
explosions andior interfering earthquakes. Such an investigation should

--- .....utilize-the broadban-das-well-as-the-short-period RSTN -istrument.
responses.

Seismicity Survey For HIE Analysis
A survey is planned of global seismicity rates before and after large

earthquakes. This survey will be aimed at determining whether small
earthquakes tend to get hidden in the codas of larger ones which are
located either nearby (,A s 500 kin) or at large distances from them.
It will be necessary to exclude earthquakes occurring within 50 km of
each other in order to avoid biasing the count of the seismicity rate by
including aftershocks and earthquake swarms. Since earthquakes out-
side the aftershock zone presunmably are distributed randomly in time
and space with respect to the preceding large earthquake, if it does in
fact turn out that some of them are by chance obscured by the larger

* event, then this observation would tend to lend credence to the possiblity
that an HIE evasion attempt which was carefully designed to take
advantage of the distribution of seismic regions and monitoring stations
might enjoy a good chance of success. Particular attention wil be r'aid
to the inferred magnitude distribution of the "missing" events (if any)
following earthquakes of various magnitudes. It is doubtful that statistically

------------------------------------,."
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significant results can be obtained without examining many years' worth
of seismic bulletin data, so it is to be anticipated that the examples of
earthquakes hidden by other earthquakes, if any are found, will be anec-
dotal evidence for the potential success of HIE.

In addition to this anecdotal evidence about "missing" earthquakes,
the examination of seismic bulletin data will reveal certain information
which is of more direct importance in analyzing the potential for HIE eva-
sion. Specifically, a detailed examination will be made of those events
which actually are detected following a large earthquake in spite of
interference from the seismic coda. This examination will be aimed at
determining which stations fail to report a signal arrival from the second
(smaller) earthquake, as compared with those stations which would have
reported a signal arrival for an event occurring at the same epicenter
and having the same magnitude if it were not for the preceding large event.
n order to simulate the HIE scenario, this investigation should be con-

fined to earthquake pairs in which the second, smaller earthquake is
shallow. Statistics will be compiled on the number of detecting stations
(and by inferrence, non-detecting stations) and their distribution with
respect to both of the interfering events, as a function of the following
parameters: magnitude difference between the two events (assuming that
there are enough detections of the second event to permit its magnitude
to be determined reliably), distance between the two events, distance
between each event and the station, and the time interval between the
two events. By comparing the lists of detecting stations for a large number
of interfering events with those of matched isolated events, patterns will
be constructed which show how the aforementioned parameters interact
to determine whether the second one of a pair of earthquakes will be
detected at a given station. Using this information, conclusions will be
drawn about the configurations of seismic networks which would, and
which would not, be vulnerable to evasion by the HIE technique in various
circumstances.

The seismicity investigation is so far in only a preliminary stage, since
the necessary ISC bulletin data has not yet been loaded onto the com-
puter system. When the signal arrival files are installed, they will be
searched automatically to extract the desired information about detec-
tion patterns for pairs of interfering events.

The Simulation With Broadband Seismograms
A simulation of the HIE scenario can be performed by taking seismic

records from "normal" days containing explosions and superimposing
on them seismograms from large earthquakes. The superposition of the
seismograms is to be carried out in such a way that certain of the codas
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of the added earthquakes obscure the pre-existing explosion signals on
the "normal" records. Since this can be done independently for the
records from each station in the network, it is possible to simulate the
large earthquakes' occurring at any desired epicenters. The choice of
the delay and magnitude difference between the interfering events can
be made in accordance with the circumstances which were found to be
favorable for HIE evasion on the basis of the seismicity investigation.
The composite seismograms will be examined to determine whether the
explosion signals on the original record can still be recognized.

As we have pointed out in the previous discussion, studies such as
this one have been performed before, and they may tend to overestimate
the effectiveness of secondary signal detection within codas as it is per-
formed in normal practice. Nevertheless, this procedure is valuable for
establishing at least a lower limit on the effectiveness of HIE. The dif-
ference between this study and the previous ones is that the usual short-
period seismograms are to be supplemented with broadband records.
We are especially interested in the HIE evasion technique as it might
be applied to networks of stations located at regional distances to the
explosions and to many of the earthquakes, We are therefore interested
in the HIE- counterevasion capabilities of the RSTN stations, which are
prototypes of stations designed to be deployed at regional distances from
nuclear tests and from seismically active regions within the USSR. Two

.. .. important features of the RSTN are the extended dynamic range of the
* instruments and the inclusion of broadband instrumentation. Our investiga-

tion of HIE simulation by scismogram superposition will focus on whether
these features make the RSTN less vulnerable to HIE evasion than would
be the case if conventional short-period instruments were to be used
for monitoring at regional distances. We shall investigate various filter-
ing techniques for the broadband data to see whether the capability of
detecting the hidden explosion signals can be enhanced.

This investigaton is also at a preliminary stage, since we are cur-
rently retrieving particular short-period and broadband seismograms from
the RSTN archival data base which are deemed to be useful for the
seismogram superposition. Regional waveforms of events with various
magnitudes, and hence a range of corner frequencies, have been selected
for use in this analysis.

Conclusions And Recommendations
Since this study is currently in the data acquisition phase, no conclu-

sions can be made about the utility of broadband data for use against an
HIE evasion scheme, and no recommendations can be made for addi-
tional study until the present investigation has progressed further.
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T-Waves with Long Inland Paths:
Synthetic Seismograms

Yves Cansi and Nicole Betizoux

-Abstract
In order to protide more insight into the T-phase land Propagation,

signal analysis has been caried out. We found that the zuivetrain is comn-
Mesd mainly of P -and S,-wares which reach the seismic station under
different azimuths. With the hypoth-esis that the sf',nat is Lke sum of discrete
arrivals due to different rays crossing the con ine_.. slope in di,ferent points,
synthetic seismograms~ of T-u'aves are computed inducing variation of the
conversion pont along the slope. We show that the transmission of energy
from the ocean to the solid medium is mainly due to diffraction effects. iI'e
point out the influence of the continental slope on the duration and the
amplitude of the T-phase which are different criterions used to evaluate the
tsunami Pisk.

Introduction -

T-waves are propagated along oceanic paths as comupressional waves
in water, generally in the SOFAR channel. Following Northrop (1974)
and Bath et al. (1971) we will not study these waves strictly speaking,
but the seisic waves generated by their conversion along a continental
slope and propagated in the earth to the recording station. We have
used T-phases generated by underwater shots in the Atlantic Ocean at
about 1200 km from the slope (see Fig. 1 and Table 1 for location) and
recorded on the French L.D. G. Network and on a three-a"a short-period
seismograph station implemented near the coastline for the experiment.

The typical shape of T-waves with long inland paths is well
documented in Fig. 5. In some stations (for example RIP and LOR), the

Table 1, Events studied in this paper.

Latitude Longitude Date Origin Time UTC

Chemical blast 41.893 N 17.885 W Oct 11, 1981 20h 54m 38.15s
Algecran earthquake 36.589 N 5.2 71 E June 28, 1974 11h 09m 40.Os
Tarnker erosc 41.20 N 7.10 E July 5, 1981 1ih 26mn 15sne = 1
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Fig. 1. Locations of the seismic stations of the L.D.G. Network used in this
study'. Epicenters are shown by ,. The great circle determines the southern

..... ixitfthe eful iobath due tothe northern part of Spain.

signal is separated in two parts. A numerical polarization filter applied
on three dimensional records leads to results involving the hypothesis
of a double conversion into JP. and Sg waves along different azimuths cor-
responding to different points of the conversion slope. The rather im-
portant duration of the recorded signal (between 3 and 4 minutes) con-
trasting with the supposed short one of the source (less than 1 s) sug-
gests that the acoustic to seismic conversion takes place on different points
of the continental slope. This fact has been already pointed out by many
authors (Aubrat, 1963; Northrop, 1974; Talandier and Okat, 1979; Cansi,
1980). The purpose of this paper is to better understand this influence.
Under the hypothesis that the T-wave train recorded in a station is the
sum of discrete arrivals due to rays crossing the continental slope at dif-
ferent points, synthetic seismograms are computed inducing variation
of the conversion point along the slope. Diffraction theory is used to corn-
pute transmission effects.

Signal Analysis
In order to evaluate the importance and direction of polarization of

the recorded signals, we have drawn the ground motion in different planes.
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The results are displayed in Fig. 2. Within the first figure, polarized signals
in the east-western vertical plane are seen, which are identifed as P-
waves, according to the epicenter-station direction. Then the increase -
of the polariied sign'd in the horizontal plane suggests the presence of
Sgwaves. For a more detailed analysis, we have used a numerical
polarizatci. filter called "REMODE" filter. The main pa-.t of the theory
is described in Kanasewich (1975) and will be now brietly summarized.

The vertical Z and radial R conponents of seismic reco s are rotated
so that the expected direction of the incident wave bisects the angle
betweea the two orthogonal components R and Z. The filtr operator
is obtained by a cross-correlation function C(T) of R(t) ard Z(t) over
a window centered at some time t of the record. By couvoing C(T)
with the original time series, motion of high rectilnearity is enhanced.
Then the output series are given by YR = pKR*C and Yz = pKZ*C
where K is a normalizing factor and p is a polarization one choosing

Fig. 2. Ground motion (a)
deduced from the 3-axial
station LMI for the chemical N E
blast recorded on October t t
12, 1981. N; E and Z stand t5t1 -
for North, East and Vertical
upward direction. Figure (a)
shows P-polarized phases at ...... _K . ..
the begini"ng of the signal ..... . . .. . . . .
(t, = t0 + 13' 40') and _
Fig. (b) shows S,-polarized E J
phases at the end of the 7
signal: (t2 = t0 + 14' 201). t- t
For each figure, one frame
represents 0.5 s and the
figures are to be read from
left to right and from top to - "_
bottom.

(b) _

N
t = t 2

E

;t 

2
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between P and S type (Kanasewich, 1975). The * denote. ccrnvolution._
- -In order to smooth the output signals, we have computed the energy

by integrating it over a 5-second time wAindow. In Fig. 3, we observe
at the beginning of the signal a highly polarized P-phase, prevailing in
the azimuths close to the epicenter-station direction. In the further part
of the signal, groups of S-waves are identified. Al these phases follow
different azimuths which means a conversion at different points of the
continental slope,

Synthetic Seismograms: Method
The method is based apon the knowledge of the continental slope.

According to the fact that T-waves reach the coast at the SOFAR depth
(about 1000 m in the Atlantic Ocean) this isobath has been digitalized

Azimuth
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------------------ 60
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180 -A

150 A.." '" -"

120 - -- .- -, ,A . .

60 - . .
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0
Time in s

los

Fig. 3. Energy of the REMODE-filtered signal of the chemical blast record-
ed at 1511. Each trace represents the energy obtained in the azimuth displayed
on the left. (a) P,-polarized filtered signal (b) S -polarized filtered signal.
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with an accuracy of about one point each kilometer (for insfance 583 points
for the French Atlantic continental slope 600 km long). It i convenient
to cut off the isobath at some point in the South because of the shadow-
zone due to the northern part of Spain (see Fig. 1).

1. Travel-time. In the case of an underwater blast, denoting by E
the 2picenter, S the station and P, the n-th point of the digitized isobath,
travol-time of the two types of converted waves can be written in the form:

t+ +Tj. (1)

d, denotes the distance between E and P, d',, the one between P,, and
S and 7 is the time-term of the j-th hodochrone according to the crustal
model displayed in Table 2 (j = 1 for P-phase and j = 2 for Sgphase).
VT is the T-phase velocity i water (1484 mis in the Atlantic Ocean).
In the case of an inland event, we have taken into account first a seismic
to acoustic conversion at the coastline close to the epicenter and then
an acoustic to seismic one close to the station.

2. Amplitudes. Assumig that the T-waves reaching a rectangular
elementary surface E. of the slope centered at same point P, are dif-
fracted into the ground, we have used diffraction theory developed by
N. and S. Tjotta (1981) to compute the transmission effects of an acoustic
bepra into a solid medium.

Denoting by p the angle of incidence of the SOFAR T-wave measured
in the vertical plane from the horizontal direction, the incident beam
reaches the interface plane x. containing E,, with an angle of incidence
6,, depending on p and the slope 3,, of E,,. The local reference system
is defined at the point P by z = 0 for the interface plane ir., and

Table 2. Crustal model used to compute the inland propagation.

Layer thickness P-wav, velocity 4kteds) S-wave velocity (km/s)

0.9 3.00 1.73
25.0 6.03 3.56

8.16 4.65

This leads to the following hodochrones:

t - 0.52 + A/6.03 for P,-phase
t - 0.91 + A/3.56 for S.-phase
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y 0 for those plane of incidence Q,, (see Fig. 4). The observation direc-
tion is located by its cartesian and spherical coordinates (x,, yn, z,) and
(r", 0",  0').

Following N. and S, Tjotta, we write down the frequency response
of the point P:

Sj (x , y., z.; ) = So T, ik, cos 0, (7r ) - exp(ik, r,)

ffn.- exp 1-ik, (uxn + ty)/rj] exp [ik' sin5nU] du dv (2)

with k, = w/ V and k' = wl VT. Tin is the complex transmnission coeffi-
cient for a plane wave which depends on 6, (see McKenzie, 1960).

Fig. 4. Geometry and nota-
tions used in the diffraction
formula, ir. is the interface
plane and Q, the incidence
one. EP. is the T-wave ray
from epicenter E to the n-th

.transfQrw_ point P . .The
transmitted ray P S is de-
fined by its spherical coor-
dinates 9, ,. relative to the
local reference system (P,
X, i', Z).

E

".- .6,,

S

Z

Piano of incidence O,
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Denoting by P (respectively F) the middle point of the segment
[- P,,] (respectively [P,, P,,j] ) L, is delimited by the two ver-
tical pianes containing P and P'and the horizontal ones delimiting the
thickness of the SOFAR channel.

Assuming that the angle , can vary from - 140 to 140 (Officer, 1968)
in the Atlantic Ocean, summatioi is made for all these directions. The
converted signal S,(t) at the p, , is then computed by performing
an inverse FounL r transform on th,. function Sj, () s(w) Aj, (w) where
s((,) is a source function, A, (w) = r,, -v' exp [ -r,cV(2QjVj)] an attenua-
tion factor. The numerical values for Qj have been derived from Nicolas
et al. (!982). The global wavetrain is then computed by:

2 N

(t') = (t -t"') (3)
;=1 n i

To compare with real signals, we take the convolution of S (t) with
the impulse instrumental response I(t).

3. Numerical Results. Synthetic seismograms and the original
dataset are presented on Fig. 5 for the oceanic shot displayed on Fig. 1.

30s

LMI

EPF

RJF ..... ...__ .___

GRR ';:

MFF ____

LOR

Fig. 5. For each station, the top trace is the recorded signal filtered in the
* 2 - 7 Hz band and the bottom one is the synthetic. Each signal is normalized.



We can see the good agreement with the data, especially for the north-

ern stations (for example GRR, LMI*, MFF). On the other hand, for
th southern stations ike RJF and EPF, synthetic seismogram breaks
down more rapidly than the original record. This difference might be ex-
plained by the fact that effects of inland propagation are not included in
our synthetics. M. Bouchon (1981) has shown that in a, multi-layered
medium, Lg waves are multi-reflected Se waves so that the ground
response is slightly different from the simple one used in our computation.

However, for the norther.i stations like GRR, the last part of the
signal is made up of discrete arrivals converted far from the station in
the southern part of the slope (Fig. 5) so that the amplitude decreases
slowly, On the other hand, for southern stations, the main part of the
slope produces signals wnich arrive all together at the seismic station
in a short time-window at the end of the signal. Then its last part ends
abruptly and the lack of the propagation effects clearly apparent.

Another example has been studied: an Algerian earthquake which
occurred close to the Mediterranen coastline (see Table 1) ad recorded
at the triaxiW. statiori SSB (Fig, 1). Oceanic T-wave propagation in
the Mediterranean Sea lies at about 100 m deep and we have used this
isobath to compute the transmission. _.this, case, .VT.. 1509 -m/s

.(Porter,1973). On this record, the existence of the two groups of con-
verted seismic waves is well ilustrated in Fig. 6. The first one can be
seen in the vertical-radial plane (i.e.: vertical north-south) and corresponds
to the T-P phase. The second one is predominant in the vertical-
tangential plane (i. e.: vertical east-west) and might be interpreted in the
T-L. wavraLrdn. The syntbetic signal has been separated into two groups
and we can 'cr Lhe good agreement with the recorded data especially
for the T-P ,wavetrain. As in the precedent case the lack of signal in the
T-L coda is dramatically shown in the present example. In order to
mirunze the iidand propagation effects, we have studied another case
with the station standing near the continental slope (at about 1 or 2 kin).
It is the signal produced by the explosion of a tanker wreck off South
Corsica and recorded at the seismic station of Monaco (MON) on July 5,
1981. Equation 2 can iot be used because it is an equation for very far
field (i. e., r, P- ka2/(2 cos6,) where a is the characteristic length of L.

N. and S. Tjotta give in their paper another formula for near field
but for a direction of measure lying in the incidence plane:

Provisory staion.
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Fig. 6. The three top traces represent the Beismic event of June 28, 1974
recorded at the three axial station SSE. The two groups correspond to the
Pand S, wavetrain. The two tratces at the b-ottomn represent the synthetic

signal in Ps"-phase at the top, and S,.phase at the bottomn.
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~~~~~~~~~~ yz; ) ST,(.~m.)ztexp ik' sin~nx - i.)

(4)J Wp k sinb. 2j ) du

____ n) (.2 52n~

with kr- (k' sin) 2 - k 2

For all the poinLs of the slope which are very close to the station,
and which produce the main part of the signal, the station is. also very
close to the plane of incidence. This allows us to use this formula in our
computation. Results are shown in Fig. 7 and we can see the good agree-
ment with the recorded data despite the new approximation.

Conclusion
..... In order to explain the long-time direction of T-waves with long con-
tinental paths, an appropriate analysis has allowed us to conclude that
acoustic, waves are-cbriverted-simultaneoiisly -into -nd-Sg -(or L,)
waves along the continental slope, These signals have been interpreted
as the summation of elementary waves corresponding to various transmis-
sion points:Under-the hypothesis -that this tansissionis mainly due
to diffraction effects, we have computed synthetic seismograms. The dura-
tion and the typical shape of the signal, although simplified, are in good
agreement with the ooserved records. These records emphasize the main

Fig, 7, The top trace is the signal recorded at Monaco station (MON) and pro-
duced by the explosion of a tanker. The bottom one is the synthetic computed
with the Tjotta's formula for near field.
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influence of the length and the shape of the continental slope versus the
station location on the seismogram. Local parameters have to be taken
into account in order to investigate cmpirical relations between the
magnitude of earthquake, the amplitude or duration of the T-wave and
the tsunami height. (Talandier, 1971; Comer, 1980; Johnson and Nor-
throp, 1966).
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Discrimination between Quarry Blasts,
Nuclear Explosions, and Earthquakes-

Preliminary Results

I.N. Gupta, J.A, Burnett and M. Marshall

Abstract
Regional phases from quarry blasts and earthquakes, observed at RSTN

stations, show si'nificant spectral differences on both the short-period and
mid-period instrument records. Limited data from quarry blasts and
earthquakes indicates that the spectral ratio of transverse component
initial to later L, may work as a dicriminant. Furthermore, quarry blasts
seem to generate strong suface (both Love and Rayleigh) waves in the mid-
period band,

Spectral characteristics of regional phases have also been examined on
short-period, three component records of several closely spaced (within a
few kn) nuclear explosions from the NTS. The objctive is to ynderstand
-the influence of localized near-souirce variations on the characteristics of
regional phases when the source-receiver path is essentially common.
Preliminary results indicate suprisingly large differences in both the
amplitude and frequency content of both P and L phases, even for two
explosions within a few hundred meters of each other and of nearly equal
yields.

Introduction
A number of promising avenues for discrimination at regional distances

follow from recent research, especially by Gupta and Blandford (1983a)
and Murphy and Bennett (1982). Explosion shear waves seem to be
primarily generated by near source P - SV scattering which is more
efficient at low frequencies (Gupta and Blandford, 1983a). This explains
why the spectra of shear waves, including L. from an explosion are
significantly deficient in higher frequencies so as to be useful for source
discrimination (Murphy and Bennett, 1982). The Lransverse component
of shear waves or SH from an explosion is mainly due to the scattering
of SVinto SH by small heterogeneities perturbing a nearly plane stratified
medium (Gupta and Blandford, 1983a). This results in the short-period
SH having an emergent beginning with small amplitudes but rich in high
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frequencies so that-the -'st arrivals on the-transverse component of Lg
from explosions are richer in high frequencies than the later arrivals. Short-
period SH motion from earthquakes, on the other hand, generally has
a sharp onset and the spectra of the initial and later arrivals in L. are
not expected to be much different. These ideas appear to be supported
by data from several nuclear explosions and earthquakes recorded at local
and regional digtnces. Li-ited data from small-chemical explosions (see

e.g. Kisslinger ct al., 1961) also show the initial SH motion to be generally
richer in higher frequencies than the later arrivals.

In this study, we have carried out a preliminary analysis of the spec-
tral characteristics of regional phases generated by quarry blasts, nuclear
explosions and small earthquakes. Three component records of quarry
blasts and earthquakes have been examined at several RSTN stations.
Short-period, three component records of several closely spaced nuclear
explosions recorded. at a common station have also been analyzed in an
attempt to-understand the influence of near-source variations on the
generation of regional phases.

QuarryBliasts- and XEarthquakes
Whereas the available data from quarry blasts is still too limited to

draw any general conclusions, preliminary results seem interesting. Short-
--period, three component rotated records from the RSTN stations RSCP
for a quarry explosion in Kentucky on June 21, 1983 with epicentral
distance of about 300 km are shown in Fig. 1. The letters Z, R, and T

T

Fig. 1, Rotated, short-period three component records of a quarry explosion
in Kentucky recorded at the RSTN station RSCP. Z, R, and T refer to these
vertical, radial and transverse components, respectively.

.- - - -
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refer to the vertical, radial and transverse component respectively. The
spectral ratio of initial to later transverse L., shown in Fig. 2, shows
a sharp increase with frequency, in agreement with Gupta and Bland-
ford's (1983a) proposed mechanism for the generation of shear waves
from explosions. This result is similar to that obtained earlier for SALMON
and an earthquake, reproduced in Fig. 3 (Gupta and Blandford, 1983b).
The upper figure shows the spectral -ratio 'for the initial 12.8 sec of
transverse L to the subsequent 12.8 sec signal from SALMON as
recorded at E -AL, at an epicentral distance of 242 km. The lower figure
shows similar results from the Alabama earthquake of 18 February 1964,
again recorded at EU-AL at an epicentral distance of 311 km. The signal
to noise ratios are such that results for frequencies higher than 5 Hz are
not reliable. There is a clear distinction between the two spectral ratios.
The increase with frequency for the quarry blast (Fig. 1) appears,
however, to be considerably faster than for SALMON (Fig. 3), probably
because of greater scattering due to the shallower depth of the blast.

The rotated mid-period records for the same quarry blast as in
Fig. 1 are shown in Fig. 4. The most striking feature seems to be the
large amplitude Love waves. A few other blast records showed large-
amplitude surface waves (Rayleigh and Love). The three-component

.waveforns appear similar-to the-fundamentalmode--Rayleighand Love

10 Transverse L/rransverse L-coda

.2 100

o 0

< 10-1

10-2
0.00 1.00 2.00 3.00 4.00 5,00

Frequency (Hz)

Fig. 2. Spectral ratio of transverse component initial to later L, (each 12.8
sec long) obtained from the quarry blast records shown in Fig. 1. Note the
sharp increase in the amplitude ratio with frequency for frequencies up to
about 1.4 Hz.
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Fig. 3. Spectral ratio of transverse component initial to later L, (each 12.8
sec long) at EU-AL from SALMON (upper figure) and the Alabama earthquake
of 18 February 1964.
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z

T

25 sec

(Expanded time scale)

10 sec

Fig. 4. Rotated, mid-period, three component records of a quarry explosion
in Kentucky recorded at the RSTN station RSCP. Z, R, and T refer to the ver-
tical, radial and transverse components respsectively. The bottom trace is
an expanded view of the Love wave portion of the transverse componeat

waves observed from surface explosions at a hard rock site in an earlier
study (see Fig. 2, Gupta and Hartenberger, 1981). The earthquake
records generally did not show any appreciable surface wave energy on
the mid-period records. Note that quarries are generally at shallow depths
where effective Q i,; generally low due to factors such as greater scat-
tering efficiency because of greater impedance contrasts. High strain rates
at shallow depths where the hydrostatic pressure is low also lead to low
Q (Stewart et. al., 1983). The low frequency of quarry events could thus
be due to low Q within and near the source region. Detailed analysis of
many more events will be carried out hi order to understand the
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ne'chanism of generation of large amplitude, low frequency surface waves
from quarry blasts.

Results From Neighboring Explosions at TFO
We examined the spectral characteristics of several closely spaced

NTS explosions recorded at TFO, at an epicentral distance of about
530 km. The objective was to understand the influence of near-source
variations, such as shot depth and overburden velocity, on the excita-
tion of regional phases when the source-receiver path is essentially the
same. We also looked at several earthquakes at similar epicentral
distances.

The regional discriminants such as the spectral ratio of initial to later
transverse L. (Gupta and Blandford, 1983b) and the ratio of Lg spectral
energy in the 0.5 to 1.0 Hz passband to tnatin the 2.0 to 4.0 Hz (Murphy
and Bennett, 1982) worked well for most events. The most surprising
result is the large variability found among the regional phases from one
shot to another, even for closely spaced explosions.

-Figure 5 shows the rotated three component records from
CHOCOLATE (mb = 4.3) and PLIERS (mb = 4.7); the letters Z, T,
and R refer to the vertical, transverse and radial components, respec-
tively. These.tw explosions had nearly the same shot lepths (about : -

240 m) and their shot points were separated by only about 250 m. On
CHOCOLATE records, P, is emergent and of much smaller amplitude
compared to the P and L amplitudes, whereas on PLIERS, P, is sharp

and of mi'ch larger amplitude, comparable to the amplitudes of Pg and
L. phases. The transverse component of R from PLIERS is also much
larger and with sharper onset than that from CHOCOLATE. The spec-
tral ratios of initial to later transverse L, for the two explosions, shown
in Fig. 6, also seem to have opposite trends. The spectral ratio for
CHOCOLATE (Fig. 6a), is typical of those from most explosions. Perhaps
the fact that the later explosion, PLIERS was detonated very close to
the pre-existing cavity created by CHOCOLATE may be responsible for
the anomalous results from PLIERS. Ile subsurface geology in this region
is, however, complicated by the presence of a fault and other variations.

Conclusion

The regional phase from quarry blasts, nuclear explosions and small
earthquakes seem to have spectral charazteristics which can be exploited
for source discrimination. The regional phases do, however, seem to have
large variability fron. one event to another. Much more detailed analysis
with considerably more data will be necessary before reliable source
discriminants can be established.
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CHOCOLATE
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R ------. . . LL L .
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PLIERS

T

L~ ~ 711 i

0 1000 20W 3000 4000
Fig. 5. Rotated, short-period three component records of the nuclear explo-sions CHOCOLATE and PLIERS at TFG, Z, T, and R refer to the vertical,transverse and radial components, respectively. The two explosions were
within about 2O m of each other.
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Crustal Phase Variations - Lg and Pg

Wayne Helterbran

Summary
A preliminary evaluation of Lg and P,, observations from explosions

at the Nevada Test Site has resulted in formulations for Lg and P
magnitudes over the range from 2.62 to 6.03 tth a correlation coefficient
of 0.985.

Abstract
A database of approximately 8000 arrivals obtained from the series

of shot reports prepared from the Long Range Seismic Measurements
(LRSM) and Geneva Observatory programs has been established in the
Ingres data management system at the Center for Seismic Studies.
Efforts are continuing to review and evaluate these data and to integrate
it with the more formally established data base structure at the Center.
Data from approximately 90 events recorded by as many as 250 stations
are included. Most of the data are from underground nuclear explosions
conducted at the Nevada Test Site but additional off-site and chemical
explosions are also included.

Primary emphasis is on the crustal phase observations and the
associated long period data. The data set includes numerous other secon-
daxy and core phases which are being reviewed and incorporated into
the files for future reference. Approximately 10 percent of the data set
is missing either the period or amplitude measurement required for the
conventional magnitude determination. Although the data are extensive
the relocation of stations and the long time interval over which the data
were collected rapidly degrades the available comparative sets when com-
mon observations of a specific nature are required. The Lg phase
represents the predominance of the individual phase observations with
some 1800 included in the data set. A large majority are from the
transverse horizontal component. When these are paired with other obser-
vations the base now includes about 900, 800, 300, 250 and 450 direct
compaisons with P, P, P, LQ and LR phases respectively. The number
of observations ranges from mary single points to over sixty observa-
tions at stations like Mina, Nevada, and Kanab, Utah, which were in con-
tinuous operaton over a long period of timhe. The Geneva '', ' ,to-
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data are presently limited but can and will be supplemented with other
currently available readings for the Tonto Forest Observatory for all NTS 
events recorded at that location.

*.. Introduction
Using a database of 670 paired observations of P, and L, at 45 sta-

tions from 60 explosion, at the Nevada ' est Site a preliminary evalua-
tion has been completed. An absolutely straight-forward application of

2 theoretically sound magnitude estimation techniques for Pg and L results
in determinations over a magnitude range-from.2.62 to 6.03 with a cor-
relation coefficient of 0,985. This is achieved without recourse to sta-
tion corrections, data screening or rejection other than requiring five or
more observations at distances less than nine degrees. The resulting data
set includes almost every type of explosion source available from most
of the test areas at NTS including near-surface atmospheric, cratering,
alluvium, tuff, basalt, graite, and all ranges of water saturation. The
test areas include Yucca Flat. Frenchman Flat, Pahute Mesa, Rainier
Mesa, Buckboard Mesa and the Shoshone Mountain. It is further corn-

S. ple.tely compatible with -the corr-espond _ betwcen ML and. 4blg..
.. reported by Herrmann and Nuttli (1982) and, oddly enough, the obser-

vations of Iranian earthquakes reported by Nuttli (1980) which initiated
the course of this study.

* Analyses
The preliminary review of the present paired Lg and P data set

showed very high correlations when the data were viewed both station
_. by station and event by event. In fact, the overall datasct of 894 obser-

vations have a correlation coefficient of .929 with the Lg amplitude a
factor of 1.62 larger in the overall set. The gross characteristics of the
observations seemed remarkably similar to the observations reported
by Nuttli (198)) for the Iranian earthquake dataset. In that data set the
uniformly-high amplitude of P as compared to L9 was markedly different
from the eastern United States experience but noted to be similar to
western U.S. observations. This lead to an initial belief that perhaps the
data could be treated in an analogous fashion to the Iranian earthquake
data, i.e. both L. and P. as dispersive wavetrains with approximately
equivalent source and propagation parameters. The further evaluation
of ML and mblg for the western U.S. reported by Herrmann and Nuttli
(1982) provided a rational numeric basis for an initial evaluation of the " -

present dataset. The definition presented for this evaluation is given as:

mblg = 3.81 + 0.83LogA + -( -0.09)Loge + LogA
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where a is in degrees, A in microns. In this form the data were to be
restricted to T- 1.0+0.2 seconds and the intercept was chosen such
that a mblg , 5.0 earthquake is one with an amplitude of 115 Im at an
epicentral distance of 10 kin. This further relates directly to an equivalent
ML=5.0 event. The evaluation of the average ,y for the western U.S.
lead to a value of 7w00035 la - or 0.39 deg - '. For the Iranian dataset
a value of 70.0045 km- or 0,50 deg-1 had been found appropriate
with a 10 Ian intercept of 270 Am for the Lg data and no significant dii-
ference for P It should be noted that these formulations are all hi terms
of vertical component observations near 1,0 second period. The present
data are generally centered on 0.6 sec period and in t0.- case of L. are
peak amplitude measurements on the horizontal transverse component.

As an initial step the dataset were evaluated using the formulations:

mpgi = 0.81 + 0.8333Loga + (0.5)(0.4343)(A-0,09) + LogA

m/gi 0.81 + 0.&333Loga + (0,5)(0,4343)(A-0.09) + LogA

.- '.-81-+ 0.8333LogA -+-(0.4)(0,4343)(A -0.09) -+ LogA

where the intercept has been adjusted to mu and Log A is in terms of
mp" the i indicating Iranian parameters and w the western U.S. earth-
quakc-parameters. Noting that the Iranian dataset required a break at
1000 km and also that relative to the Nevada Test Site a distance of 1000
km (9 deg) closely approximates the boundary of the "western US,"
in terms of the station distribution, the magnitudes were calculated for
all events with more than four observations at distances less than 9
degrees.

Results
The resulting magnitudes for 60 events observed at 45 stations with

670 observations remaining out of the 894 available have a correlation
coefficient of 0.985 relating either mpi-mlgi or mpgi-mlgw. The data are
shown in Table 1 and the mpgi-mlev data set is plotted in Fig. 1. The
average magnitude over the entire data set are: mpfi. 4.32, m 'gi=4.49
and m/gw - 4.31. At this stage of the analysis it seems allowable to select
the mPO-m8w relationship as providing a highly systematic and numerically
equivalent mechanism for relating magnitudes from NTS explosions -
determined from P and Lg. This selection further, by inference, relates
either or both, at least numerically, to ML via the work of Herrmann
and Nuttli. It further appears unneces_..,, to r-es-'t to dstances greater
than 400 km as was the case in the Iranian data. The present data
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Taolq 1. Magnitude Determinations from Paired PC and Lg Observations Within
Nino Degrees of the Nevada Test Site# Five or Nore Observations.

Name Log Yield No. mpgi d elgi sd mlge sd

(tons)

aardva 4.60 11 5.04 0.34 5.36 0.19 5.15 0.17
acushi -1.00 14 4.15 0.30 4.43 0.39 4.23 0.41
agouti 3.81 16 4.15 0.32 4.22 0.29 4.02 0.24

allegh -1.00 10 3.79 0.40 3.98 0.38 3.80 0.36
antler 3.41 5 3.99 0.16 4.16 0.22 4.01 0.27
armadi 3.85 14 4.23 0.35 4.59 0.28 4.40 0.25
auk -1.00 12 5.05 0.25 4.99 0.38 4.80 0.35
-. l1Y 5.40 7 5.78 0.28 5.70 0.27 5.49 0.23
bobac -1.00 9 3.82 0.23 4.03 0.23 3.85 0.22
boxcar 6.11 7 6.30 0.44 6.15 0.50 6.03 0.50
bronze -1.00 5 5.63 0.26 5.49 0.14 5.30 0.18
.sse1 -1.00 13 4.15 0.30 4.37 0.20 4.20 0.22
chena -1.00 8 3.37 0.40 3.60 0.52 3.39 0.51
chin 2 -1.00 19 3.40 0.24 3.72 0.34 3.55 0.33
chinch 3.28 16 3.76 0.34 3.86 0.25 3.69 0.24
clears -2.00 9 5.34 0.47 5.36 0.48 5.16 0.44

codsaw -1.00 17 3.00 0.37 4.06 0.24 3.88 0.22
cup -i.00 11 5.45 0.27 5.52 0.18 5.34 0.20
dannyb 2.63 13 3.41 0.26 3.68 0.34 3.51 0.32
desmox -1.00 10 4.01 0.35 4.18 0.37 4.00 0.36
dilwat -1.00 6 4.82 0.21 4.91 0.32 4.68 0.28
dormou -1.00 19 4.38 0.36 4.44 0.38 4.24 0.38
dorpri 4.03 15 4.50 0.33 4.60 0.33 4.39 0.32
feathe -1.00 7 2.53 0.44 2.76 0.27 2.62 0.27

fisher 4.13 16 4.53 0.39 4.58 0.28 4.38 0.29
forg -1.00 10 5.23 0.27 5.52 0.36 5.34 0.33
hardha 3.76 16 6.92 0.34 4.98 0.32 4.78 0.31
haymok 4.83 12 5.14 0.25 5.31 0.27 5.10 0.25
hyrax -1.00 10 4.01 0.36 4.22 0.43 4.04 0.42
kaweek -1-00 13 3.84 0.30 4.04 0.33 3.85 0.32
klick -1.00 9 5.07 0.28 5.29 0.33 5.11 0.30
mad Z.70 12 3.08 0.50 3.45 0.41 3.26 0.41
madiso -1.00 9 4.15 0.23 4.52 0.29 4.32 0.27
marshm -1.00 11 4.49 0.19 4.59 0.22 4.37 0.16
ne,-rim -1.00 10 4.47 0.30 4.72 0.28 4.52 0.28
ming -1.00 7 3.20 0.47 3.28 0.51 3.11 0.49
micsis 5.06 8 5.31 0.30 5.59 0.26 5.40 0.28

packra -1.00 8 4.05 0.25 4.26 0.32 4.08 0.31
oampa' -1.00 13 4.49 0.43 4.55 0.33 4.33 0.31
nar 4.58 12 4.91 0.16 4.97 0.22 4.79 0.22

passal -1.00 23 4.40 0.33 4.63 0.35 4.47 0.35
oeba -1.00 8 4.22 0.22 4.34 0.21 4.17 0.19
plann 3.63 10 4.32 0.21 4.55 0.30 4.35 0.29
redhot -1.00 7 3.43 0.27 3.68 0.22 3.54 9.24
ringta -1.00 16 3.91 0.29 4.10 0.24 3.91 0.27
roanok -1.00 10 3.52 0.22 3.83 0.25 3.64 0.26
sacrao, --1.00 9 3.,77 0.49 4.23 0.24 4.04 0.23
santee -1.00 9 3.95 0.30 4.12 0.27 3.94 0.26
scroll -1.00 8 4.16 0.25 4.05 0.17 3.94 0.19
sedan- 5.02 10 4.47 0.35 4.93 0.43 4.74 0.42
smallb -1.00 7 3.22 0.22 3.38 0.33 3.21 0.33
still& 3.49 16 4.05 0.49 4.27 0.30 4.07 1.28
stoat 3.71 11 4.01 0.30 4.10 0.23 3.89 0.28
stones -1.00 15 4.80 0.27 4.91 0.36 4.75 0.33
turf -1.00 11 5.04 a.14 5.22 0.23 5.03 0.24
wagtal -1.00 7 5.32 0.18 5.50 0.18 5.31 9.14
wichit -1.00 10 4.00 0.22 4.05 0.31 3.97 3.30
wisbcn -1.(0 10 '.69 0.24 5.04 0.28 4.83 1.28
york -1 10 9 4.27 0.32 4.49 0.22 4.31 C.23
yuoV -1.00 15 4.01 0.31 4.15 0.34 3.98 3.33

Average 11 4.32 0.31 4.49 0.30 4.31 0.29
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Fig. 1. L magnitude from
the transverse horizontal 6
component versus P magni-
tude from the vertical
component.

A

3-

3 5.5
I., vs Pg magnitudes

include many observations at the smaller distances with no apparent
impact on the correlation. The resulting magnitudes for the nineteen
explosions with announced yields are plotted in Figs. 2 and 3. VWile the
Lg data appear rather closely related to the yields of the widely varying
source types included in this preliminary analysis it seems potenti;lly
significant that the large outliers in the R plot are the HARDHAT event
in granite (lower), and the SEDAN cratering experiment (upper).

Conclusions
The preliminary results limited to the investigation of a highly selected

subset of the available data are very encouraging. Obviously, it remains
to further investigate the real geophysical implications of these initial
numeric agreements. Additionally, there remain numerous vertical Lg
observations and the Geneva Observatory data which includes both
horizontal components of Lg motion and the extensive TFO dataset

Fig. 2. L. magnitude versus
log yield for the nineteen 6-
events with announced
yields contained in the
dataset. A A

3A

3.5 5.6
Lg magnitudes t~s log yield (tons)

92

l

!A
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Fig. 3. P magnitude versus
log yield-for the nineteen 6
events with announced
yields contained in the
dataset. Note HARDOHAT, in
granite, the lower outlier
and SEDAN, the cratering
experiment, the ,zpjer.

A A

A

3

3.5
Pg rnagntude vs log yield (tons)

which has noL- been incorporated yet. There are further paired observa-
tions of P and P, which in maiy instances show comparable correlations
as those of the analyses reported here. It would appear that a much bet-
ter understanding of the cha:acteiistics of propagation from the Nevada
Test Site can be gained by extension of this analysis.
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Estimation of Explosion Yield and
mb Bias by Regional Lg Waves.

Otto W. Nuttli

Summary
A methodology has been developed, using the amplitudes of vertical-

component Lg waves of frequency near 1 Hz, to estimate mb (L). In order
to apply the method, precise values of the coefficient of anelastic attenua-
tion must be determinedfor each source-to-station path. A first approximation
of attenuation values is obtained from the frequency vanation with travel
time of the waves comprising the coda of L . This is best determined by
using e#losions that give relat'vi small anPlilQy4 coda.jwaves, which
ensures that the source-spectrum corner frequency is greater than 1 Hz.
It also makes it easier to select wavelets that are near-sinusoidal in shape.
These attenuation values then are adigsedtomjinimize the rmsiduals of -----............

mb (L) as determinedfrom a set of stations, If stations are selected so that
the epicentral distances are unequal, the revised values will not depend
strongly on the original values obtained from the coda-Q method. And, once
they are found, they do not need to be rdetermined for each explosion.

L. waves were first used on a routine basis to determine mb values
about 10 years ago, when they were employed to estimate magnitudes
of small to moderate sized earthquakes in eastern North America
(Nuttli, 1973). Since then waves have been used for similar purposes
in other continental areas, in regions where they propagate efficiently
through the crust. For such earthquake studies there was no attempt
to determine mb with an accuracy beyond the first decimal point. Typical
values of standard deviation of mb(Lg) were 0.2 to 0.3, the same or a
little less than when teleseismic P-wave amplitudes of earthquakes were
used. Lg waves have an advantage over P waves in that they do not
show as large an azimuthal variation in amplitude due to the source
mechanism. Thus they give better magnitude estimates when data from
only a small number of stations or from a limited azimuthal range are
available.

The relatively large standard deviations (0.2 to 0.3) associated with
MA (L,,) estimates for earthquakes principl~y are the result of difference
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of the anelastic attenuation coefficient value for. the source-to-station path
from the average attenuation value for the region, which is further com-
plicated by the fact that the attenuation is frequency dependent for fre-
quencies near 1 Hz. One way to treat this problem is to use the em-
pirical approach employed for improving mb and M S estimates of explo-
sion ungP-Wye amplitjkdej ad Rayleigh-wave amplitudes, respec-
tively. That is, assume The anelastic attenuation does not vary
geographically,-use explosions recorded by as large a number of stations
as possible as calibration events, and then determine source-to-station
departares from the average magnitudes for individual stations and specific
source areas. These corrections then are applied to the P-wave and
Rayleigh-wave of other explosions for which mb and Ms are to be deter-
mined. For particular source areas the station corrections can be as large
as one-half a magnitude unit at certain stations.

A similar approach could have been used to determine mb(L ) for
explosions..However, the author felt a better procedure was avaiable,
-which makes useof elastic wave theory to substantially reduce the size
of the source-to--station.corrections for getting mb(Lg) estimates. Instead
of using an average value for the coefficient of anelastic attenuation over
-.....a ggeogpic regon specific_ valuesoPf_Q(1-Hz value of Q) and
the parameter (which measures the frequency dependence of Q by the
relation Q(f) Q0 ft) are determined for each soarce-to-station path
from the variation of the coda-wave frequency with travel time, using
a method developed by Herrmann (1980). Although there still is some
concern about the best mathematical-physical model to use for explain-
ing the coda waves and of the best choice of "master curves" to be used
in obtaining estimates of Q0 and: for.specific source-to-station paths,
the important point is that the values obtained by using any of the models WN

will be relatively close to the "correct" value, much more so than by
using an average regional value for Q0 and t.

The next step in the procedure is to use the coda estimates of Q0
and to obtain mb (Lg) estimates at individual stations for a number of
explosions located in a common source area. Then a station correction
is obtained for each station, depending on departure of individual station
mb(L.) values from the average value of mb(Lg) for an explosion.
However, unlike the station corrections used for estimating mb(P) or
Ms, the L, correction is not taken to be a simple additive term to in-
dividual station magnitude estimates, but rather is taken to be a small
correction to the Q0 value obtained originally by means of the coda-wave
method. This procedure enables us to estimate mb (Lg) values to the
nearest hundredth of a magnitude unit.

When the mb(Lg) method was applied to data from NTS explosions
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of announced yield, it soon became apparent that there was a different
relation between m&(Lg) and explosion yield for explosions in alluvium
and in other media. The available data suggest also that explosions in
dry tuff have somewhat smaller mb(L e ) values than explosions of the
same yield in water-saturated tuff or more competent rocks, the dif-
ferences not exceedingabout 0.1 magnitude unit. Sinilarly, explosions
in granite-in Nevadagive data that suggest that the mb(L.) may be about

0.1 unit larger in granite than for explosions of the same yield in other
competent rocks of NTS. The empirical relation obtained from the data
of NTS explosions of announced yield, excluding data from alluvium and
granite shots, is

mb(Lg) = 3.868 + 1.181 log Y (kt) - 0.0938 (log y) 2

with a standard -deviation of 0.060 for mb(Lg).
There does-not appear to be any strong dependence of the NTS yield

versus m6 (Li) relation. on the particular area of NTS in which the ex-
plosion occurs. Given-that observation, the-next logical questions con-
cern the applicability of the empirical relation to other test sites throughout
the world. Unfortunately the data are limited. The available data are sum-

.... . ..... m a ze in T ab-t - e---- 1"-- ---- --: . .. ... " .. ... . .........

The available data, although limited, come from a number of different
* geological environments. SALMON was shot in salt in te Gulf Coastai

Region of the United States, with the source-to-station paths for some
stations in young coastal sediments and for others principally in the low-
attenuating cratonic region of eastern North America. GASBUGGY,
RULISON, and RIO BLANCA were in geologic environments rather

. Table 1. Yield estimates obtained by using the mb(L.) versus yield relation
for NTS events.

Anounmcd Yeld from
Evet I 0086M Aub (L) ni,(P-ISC) Y e d mb(L) ()a)

S"MON Msasr 4.66 4.6 5.3 5.1
GASBUGGY New Men 5.38 4.8 29 28
RULJSON Cc=& 5,56 5.0 40 45
RIO BLANCA (Cktd 5.71 5.1 9066
RtBW Frenc a 5,72 W over 528
SAPYM French Sa 5,89 not gtn 120"" ill

1, 1965 % R 5.87 5.8 125" 105
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similar to NTS, and the paths to the stations also were in a highly at-
tenuating region. RUBIS and SAPHIR were shot in granite, and the ray
paths to northeast and southwest Africa were marked by extremely low
attenuation. The geological environment of the 1965 Shagan River event
(it cratered a water-saturated sandstone) likely is more similar to that
of eastern North 'America than to that of western North America. (
Good Lt waves were seen at only two WWSSN stations, SHlL and NDI,
both in India, for this event. The paths were highly attenuating with
relatively low Q values, but not as low as in western North America.
In general, we can conclude that the geologic environments of the source
regions and of the transmission paths for the explosions listed in Table 1
are about as varied asone might expect throughout the continental crust
of the world. This leads to the conclusion that the NTS-derived mb(Lg)
versus yield relation likely is appimable to all continental areas of the world.

In addition to being used fcr a direct estimation of explosion yield,
Lg wave amplitudes also can be used to estimate the rob(P) bias
between different explosion test sites. If mb(Lg), or the excitation of L.-
waves, for an explosion of a given yield is independent of geographic loca-
tion, as suggested above, then the difference in values of Mb(P) and
mb(Lg) at different geographic areas can be used to obtain the in (P)
bias between-the-areas.In this study,mb(P) values as given in the ISC
bulletin were used, as they are considered to be the best available
unclassified mb (P) values.

For 30 Shagan River explosions, mb(P-ISC) - m,(Lg) = + 0.10 ±0.14.
for 24 Degelen Mountain explosions the difference is + 0.24 ± 0.14, and
for 19 hard rock NTS explosions it is -0.30±0.09. Assuming the L.
excitation is the same for an explosion of the same yield at the three
test sites, this suggests an mb(P) bias of 0.40±0.17 units between NTS
and Shagan River, and of 0.54 ± 0.17 units between NTS and Degelen
Mountain.

Biases of 0.40 and 0.54 between NTS and the East Kazakh sites
are larger than those obtained by more traditional methods. Special at-
tention, therefore, should be paid to the assumptions that lead to these
conclusions and to the quality of the data. As previously noted, the suc-
cess in estimating yield at non-NTS sites using an NTS-derived yield curve
suggests that the mb (Lg) versus yield relation is independent of
geographic region, More data of this type would be desirable, but likely
are unobtainable. Therefore numerical modeling may have to be resorted
to. If there is a focal depth effect on L. excitation, it should reveal itself
in explosions of different size, inasmuch as the large contained explo-
sions are at greater depth. Most of the recent Shagan River events are
in the mb(Lg) range of 5.5 to 6.2. If only NTS events of similar
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magnitude are used, mb(P-ISC)-rb(Lg) for 15 NTS events is
-0.30±0.08, the same as before. Therefore a depth effect appears to
be ruled o.At.

One possible source of error concerns the mb(P-ISC) values.
Because the data from different seismograph stations are used to deter-
mine mb(P-ISC) for NTS and East Kazakh events, it might be possible
for different station-site effects to produce an mb(P) bias in addition to
that caused by source conditions. It would require that, on average,
because of conditions at the recording seismograph stations, the P-wave
amplitudes are larger for. East Kazakh explosions than for NTS explo-
sions of the same yield (assuming the source effects have been removed.)

Future work will be concerned with obtaining reliable mb(Lg)
estimates for additional NTS and East Kazakh explosions in the Mb range
of 5.5 to 6.2. Their yields need not be known, but it is necessary to have
mb(P-ISC) values for all of them, It is hoped that this will lead to a reduc-
tion in the standard deviation of the m6bias-values, and possibly it might
result in different values for the estimated bias between NTS and the
East Kazakh sites.
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The Utility of Regional Chinese Seismograms
for Source and Path Studies

in Central Asia

Howard J. Patton, Steven R. Taylor,
David B. Harris, and Joseph M, Mills, Jr.

Abstract
Broadband seismograms from the National Seismic Network of the

People's Republic of China (PRC) have recently become available through
a data exchange program between NOAA and the State Seismological
Bureau of the PRC. In this study, regional surface waves recorded at the
Urumchi station located about 700 km north of the Tibetan Plateau in the
Sinkiang Pro nce are used to study East Kazakh explosions and wave-
propagation in central Asia. The data consist of broadband (fiat to displace-
ment between 0.1 and 10 Hz) photographic records from an SK Kirnos

.galvahiometic system. Simultaneous inversion of Rayleigh wave phase and
group velocities for the path from East Kazakh through the Dzhunganan
Basin yields a crustal model dominated by the presence of -,ety low velocities
and a strong positive velocity gradient above 15 km deptl. Velocities belowg
15 km depth are not significantly different from other continental
structures underlain by Paleozoic or Precambrian basement. This model
is consistent with geologic evidence indicating that most of the path is
characterized by the presence of up to 10 km of sediments oveitying a Paleozoic
basement. Source studies were made on seven East Kazakh explosions
detonated in the time period between June, 1980 and April, 1981. These
studies involved estimation of seismic moments using models of explosion
sources with associated tectonic release. The largest explosion studied oc-
curred on 9/14/80 and has an Mb of 6.2 and a seismic moment of
2.7 x 10aa dyne-cm. The obsered amplitude spectra of Rayleigh waves
are richer in high frequencies than predicted by explosion source models
with tectonic release. This could be caused by a pth effect involving seismic
wave focusing by the large sedimentary basin between East Kazakh and
the Urumchi station, although source medium effects cannot be ruled out.

Introduction
Recently, the National Oceanic and Atmospheric Administration

(NOAA) initiated a data exchange prozrarn with the State Seismological
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Bureau of the People's Republic of China (PRC). Seismograms are becom-
ing available from the 17-nation PRC national network beginning from
1979. These new data are of considerable interest to both source and
structural studies in Asia and to seismic verification programs, since two
of the Chinese stations are within regional distance of the Soviet test
site near Semipalatinsk. The stations are located in Sinkiang Province,
at Urumchi, approximately 950 km from the test site, and at Kashi,
approximately 1200 km distant. The map in Fig. 1 indicates their posi-

* tions relative to the test site. The stations are at a distance comparable
* to those expected for in-country monitoring stations designed to verify
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Fig. 1. Map of central Asia showing locations of test sites (solid squares),
events (solid circles), and the Urumchi (WMQ) and Kashi (KSH) stations
(triangles). The base map is reproduced from Figure 17 of Tapponnier and
Molnar (1979). Bold lines indicate major active faults, and dashed lines are
ancient and les@ certain fa-ts. Th-n linc- indicate -egionr of inteime
late Cenozoic crustal shortening.
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compliance with test ban treaties. As such, data from the Chinese sta-
tions may be useful for evaluating detection, location and identification
capabilities of monitoring networks in the central Asia region.

Shortly after receiving the announcement of data availability, we ob-
tained recordings made at the Sinkiang stations of seven presumed Soviet
nuclear tests at the East Kazakh Test Site, three regional earthquakes,
and an atmospheric explosion at Lop Nor (Fig. 1). ', nis report presents
aa investigation of these events using the data from the station at Urum-
chi. In this paper, we first describe the instrument and data characteristics
at the Chinese stations and include a discussion of data limitations. We
then discuss the measurement and invcrsion of Rayle;gh wave phase and
group velocities concentrating on the path between the East Kazakh test
site and Urumchi. Finmliy, analysis of source characteristics for the seven
Soviet explosions as recorded at Urumchi is presented. Although much
additional work is warranted, the main purpose of this initial study is to
describe a useful new sowuce of seismic data from a relatively unexplored
region. More detailed description of the analyses is presented in Harris
et al. (1982) and Patton and Mills (1984).

Instrument and Data Characteristics
The PRC data are recorded on three-component SK Kirnos

galvanometric seismographs and the instrument parameters are published
by NOAA who distributes the records on 70 mm fim chips. The instru-
ment response is nearly flat to displacement between frequencies of 0.1
and 10 Hz which is well-suited to recording regional seismic waves (Fig. 2).
Many of the difficulties encountered with handling the Chinese data are
related to the usual problems with digitization of photographic records.
The high frequencies are nearly impossible to accurately digitize and timing

Fig. 2. Displacement res- Magnitude Responses of
ponse for the Urumchi in- Chinese Instruments
struments using the nominal Vertical
instrument parameters sup-
plied by NOAA (Harris et al., -40
1982).

-60

-80

10-2 10-' 100 101

Frequoncy (Hz)
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marks are often difficult to properly register. With the recording speed
provided (30 m/min), errors in timing registration between components
were sometimes estimated to be approximately 2 seconds (Harris et al.,
1982). Additionally, absolute times were often in question and extreme-
ly large clock c: nictions (40 s) were sometimes encountered. However,
with the supplied clock conections, timing errors were reduced substan-
tially, The third main problen. encountered with the data was related to
the lack of calibration pulses on all of the seismograms analyzed for the
study. Thus, it was necessary to use the nominal instrument parameters
supplied by NOAA.

The eleven events analyzed in this study consist of seven Soviet
explosions from the East Kazakh test site near Semipalatinsk, one ex-
plosion from the Chinese test site at Lop Nor, and three regional
earthquakes (Fig. 1; Table 1). The earthquakes are located to the east
of Urumhi Ln southern Mongolia, to the southeast in the Nan Shan
foldbelt, and to the southwest on the Tarim Basin. Epicentral distances
to the Urumchi station are about 955 km from the East Kazakh Test
Site, 362 km from Lop Nor Test Site and 1347 kin, 1190 km and 951 km
from the three earthquakes, respectively. Surface-wave signals from these
events were manually digitized from paper records made from the 70 mm
film chips obtained from NOAA. Time windows were selected to include
Love and Rayleigh waves; however, for the East Kazakh events it was
impossible to digitize the entire wavetrain because of the faint Lg por-
tion of the record. The raw digitized data were detrended and resampled

Table 1. Epicentral data for events used in this study.

Date Origin Time Latitude (ON) Longitude (QE) mb

East Kazakh Explosions
4'25,'80 03:56;57.4 49,95 78.81 5.5
6!12/80 03:2C:57.5 49.94 79.04 5.6

911480 02:42:39.3 49.94 78.86 6,2

10.12,'80 03:34:14.0 49.91 79.05 5,9

12!14 180 03:47:06,6 50.01 79,03 5,6

3;29,81 04:03:50.0 50.01 79.03 5.6

4,22;'81 01;17:11.4 49.90 78._90 5.9

Other Events

4.24/80 07:59:38.1 37.82 99,40 4.7
4126/80 03:22:32,3 43,26 104.38 4.6

10. 16/80 04:30:28.9 41,04 89.99 4.4
3i29/81 19:21:15.0 38.16 79.19 4,8
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to a constant rate of four samples/sec. The data were scaled to a trace
amplitude in centimeters and, when necessary, adjusted for clock errors.
The instrument deconvolution was made using the nominal instrumental
parameters, a.d die resulting trace was bandpass filtered between 0.05 Hz
and 0.3 Hz to remove long-period noise arising from the deconvolutiol
and inaccuracies at high frequencies arising from digitization. The
instrument-corrected data were rotated to apparent backazimuths as
determined from particle motion analyses as described in Harris ei al.
(1982). Examples oi the rotated data are plotted in Fig. 3, where positive
deflection on the radial is away from the source and positive on transverse
;s counter-clockwise. All signals from East Kazakh explosions show Lh-rge
amplitudes, highly dispersed Rayleigh waves on the vertical component.
Ray!eigh waves on the radial component are significantly smaller in
amplitude and are poorly correlated with the vertical channel at frequen-
cies above 0.2 Hz. It is also apparent that Rayleigh waves on the radial

(a) (C)
1011 7380 955 km 4124180 1190 km

Z R4

T T

(b) (d)
10116180 362 km 4/26/80 1347 km

T -v f T -4

I min

Fig. 3. Examples of rotated and tnetrument-corrected waveforms for the
events in this study. (a). 10/12/80 East Kazakh explasion. (b). 10/16/80 Lop
Nor atmospheric explosion. (c). 4/24/80 Qinghai Province earthquake, and
(d). 4/26/6) Mongolia earthquake.
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component and Love waves have been truncated at the beginning of the
record due to the restricted digitization window. Records of the Chinese
atmospheric explosion show a classic Rayleigh-wave pulse and no Love
waves. Records of the Mongolian earthquake show clear Love waves
and.very weak Rayleigh waves, probably -indicating that the station lies
near a node in the Rayleigh-wave radiation pattern.

Geologic Setting
The area of interest in this study is located in a complex region of

Asia characterized by deformation during a number of different episodes.
In general, Asia represents a classic example of accretionary tectonics
involving the suturing of numerous continental blocks and arc terrains
about a central Precambrian core (the Siberian Craton: Burke etat., 1977).
The major collisional-episodes occurred intermittently throughout much
of geologic time and climaxed with the Eocene (40 m.y.) collision of
India with Asia. Since that time, India has continued to converge upon
Asia at the rate of approximately 5 crnlyear causing extensive crustal
shortening and lateral displacement along major strike-slip faults
ITapponnier-and Monar, 1-976;--1977). The resulting picture -consists of
a set of marginal fold-and-thrust belts wrapping around a Precambrian
core with intervening Precambrian micro-continents.

The path separating the East Kazakh Test Site from Urumchi is
relatively complex and can be divided into two different segments of nearly
equal length. The northwestern half of the path consists mainly of early
to middle Paleozoic rocks covered in many areas by a thick Carboniferous
sequence, while the southeastern segment consists of a large sediment-
filled depression (the Dzhungarian Basin; Fig. 1).

The structural trends in the region are predominantly northwest-
southeast and the basement along most of the path is composed mainly
of Paleozoic sediments and metasediments with numerous granitic in-
trusives of similar age. The Paleozoic rocks can be subdivided into early
Paleozoic (Caledonian), middle Paleozoic (Herc -nian), and Carboniferous
sequences (Nalivkin, 1962). The Carboniferous rocks found along the
northwestern porton of the path unconformably overlie the pre-Devonian
basement and consist mainly of thick (up to 9 km), relatively underforned,
sedimentary sequences.

The Dzhungarian Basin is one of the many large Cenozoic basins
found in northern China that are thought to be Led with 7-10 km of con-
tinental sediments of Tertiary and Quaternary age (cf. Tapponnier and
Molnar, 1977; Chen and Yoshii, 1977). The Dzhungarian Basin is bounded
to the south by the Tien Shan mnountain rp.ge and to the northeai, by
the Altai foldbelt. The projection of structures into the basin suggests
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that it is floored at depth by Paleozoic rocks similar to those found at
the surface in eastern Kazakh described above. The seismic structure
along the path separating East Kazakh from Urumchi can be inferred by
combining Deep Seismic Sounding (DSS) results with surface wave studies
La the region. Two seismic profiles in southeastern Kazakh located about
100 km southeast of Semipalatinsk are probably representative of the
northwestern half of the travel path (Bulin et al., 1969). The crustal
thickness varies between 42-50 kin, and 1n velocities are about 8.2 km/s
(see also summaries in Piwinskii, 1979). Within the crust, a strong con-
version boundary was observed to lie between 3-9 km depth. This boun-
dary was interpreted to separate less dense upper strata (presumably
of Carboniferous age: with P-wave velocities interpreted to separate less
dense upper strata (presumably of Carboniferous age) with P-wave
velocities (V 5.6-5.7 km!s) from more consolidated and metamorphosed
pre-Devorian rocks (V 5.9-6.1 kn/s). Additional velocity discontinuities
were observed at 14-19 km depth (the A-horizon: V 6.1-6.2 km/s) and
at 23-27 km depth (the B-horizon or 'Conrad' discontinuity- Vp 6.7-6.8
krnls). Also, numerous deep fracture zones were observed that extended
into the upper mantle. A number of blind zones were observed showing
no discontinuities at depth. The blind zones usually coincide with granitic
surface outcrops and probably represent disturbed crust from upwelling
of crustal magmas.

A first approximation to the structure of the Dzhungarian Basin can
be obtained from examination of Rayleigh-wave phase ?nd group velocities
across another large Tertiary basin located southwest of Lake Balkhash
(about 1000 km west of the Dzhungarian Basin: Savarenskiy and
Peshkov,1968: Arkhangelskaya and Kuznetsova. 1969). The Rayleigh
waves traversing the basin showed evidence of strong dispersion, especial-
ly for periods less than about 6 seconds. Measured phase and group
velocities were very low and simple models of the basin structure in-
dicated a 10 km thick sedimentary layer with V, 4.0 km/s overlying a
15 km thick layer with Vp 6.0 km/s.

In summary, it appears that the travel path separating East Kazakh
from Urumchi can be divided into two sections of nearly equal length.
A tlick sedimentary sequence appears to lie along the entire path, and
the basement beneath muc of the path (below 15 km depth) is probably

composed of early and middle Paleozoic lithologies. In general, the ntid-
to-lower crust is typical of that expected for a Paleozoic foldhelt with
crustal thicknesses of greater than 40 km and P, velocities of about
8.0-8.2 km/s. The sediments along the northwestern segment are
predominantly Carboniferous in age with thickness of 3-9 km and
P-velocities slightly gr!eater thai 5 km/s. These sediments contrast
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markedly with Cenozoic sediments filing the Dzhungarian Basin which
are probably characterized by very low velocities (< 4 km/s) and extreme
thicknesses (- 10 kin).

Inversion of Rayleigh Wave Phase
an d G rou p -V elocities .....

In order to derive an average velocity structure between the East
Kazakh Test Site and Urumchi, fundamental-mode Rayleigh wave phase
and group velocities were measured and inverted simultaneously. The
strong dispersion exhibited on the vertical component seismogram at
periods less than 10 seconds suggests the existence of a large positive
velocity gradient in the upper-most crust.

The group velocities were measured using both the multiple filter-
ing technique (Dziewonski et al. -1969) and the phase-matched filter
technique (Herrin and Goforth, 1977) which gave similar results. No cor-
rections were made for source group delays, because errors as large
as 4 seconds -will-only-produce errors of 1% for periods of 20 seconds.
The phase velocities were calculated from the unwrapped phase spec-
trum, uncorrected fur source initial phase. At a distance of 950 km, an .. .
error-of-half a-cycle- willcause a phase error of ±3% at a period of 20
seconds. The measured phase and group velocities are shown in
Fig. 4(a). As discussed by Harris et al. (1982), the velocities along this
path are quite close to those of Arkhangelskaya and Kuznetsova (1969)
and are markedly lower than those of other tectonic regions, including

*the Basin and Range Province. Also, the group velocity curve is consis-
tent with the strong dispersion exhibited on the seismogram, especially
for periods less than about 7 seconds.

The phase and group velocities were inverted simultaneously for shear
velocity structure using a technique described in Taylor (1980). The
observed and calculated phase and group velocities are shown in
Fig. 4(a) and the RMS error of the fit was about 0.05 kmJs for both sets
of measurements. The compressional velocity was adjusted using the
shear velocity and assuming a Poisson's ratio of 0.25. The final shear
velocity with model standard errors is shown in Fig, 4(b). Resolution
calculations indicate resolving lengths of about 5 km in the upper layers.
Below depths of about 15 kin, the path to Urumchi is similar to those
from many other regions typical of eastern North American (Harris et
al., 1982). However, as expected from the high degree of dispersion
exhibited on the surface wave train, a strong positive velocity gradient
is observed above depths of 15 km.

From geological considerations discussed earlier, the low velocities
- . ..... v ,,,,JLwLe obu~sved in the upper crust are presunably
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due to the great thickness of sediments along much of the travel path.
Because the surface wave dispersion curves represent an average over
the total travel path, it is expected that the upper crustal velocities are
probably slightly greater than those shown in Fig. 4(b) for the north-
western portion of the path (in the older Carboniferous sedinents) relative
to the southeastern portion (in the younger Cenozoic sediments).

Spectral Amplitudes and Seismic
Moment Estimates

In this section, we analyze the recordings of East Kazakh explo-
sions at Urumchi to calculate source characteristics such as seismic
moments and to estimate the relative amounts of tectonic strain release.
The vertical-component seismograms were Fourier transformed, and the
resulting amplitude spectra were smoothed using a five-point mean. The
spectra were normalized for geometric spreading to a distance of 500
km and corrected for attenuation assuming the decay rate for eastern
and central United States (Mitchell, 1973). The corrected Rayleigh-wave
spectra for the explosion on 9/14/80 is plotted in Fig. 5 for frequencies
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10-1 Observed and Synthetic Rayleigh-Wave Spectira for 9/1 :.30

E
10 - 1

E

Co

10- 3  I I I I
0.05 0.10 0.15 0.20 0.25

Frequency, Hz

Fig. 5. Amplitude spectra of Rayleigh waves from the 9/14/80 East Kazakh
explosion and synthetic spectra for the models described in the text. Observ-
ed spectrum is shown by solid line and synthetic spectra are shown by short-
dashed and long-dashed lines for pure-explosion and explosion with associated
tectonic release, respectively.

where the S/N is believed to be good. Also plotted in Fig. 5 are syn-
thetic spectra calculated from source models discussed below.

The first source model is the spherically-symmetric explosion buried
1 km deep in the Gutenberg continental earth model. The Gutenberg
earth model was chosen because of its hard-rock, thick-crust
characteristics. The source-thne function of Von Seggern and Blandford
(1972) was used in the calculation, where K, which is inversely propor-
tional to the rise time, was set to a value of 5 sec- 1 and B, the over-
shoot, was set to a value of 2. Plausible K-values have little effect on
the amplitude spectrum in the frequency range of interest in this study
(Patton and Vergino, 1982). However, the overshoot parameter is im-
portant. Von Seggern and Blandford (1972) found that B-values near 2.0
satisfied the granite observations of Werth and Herbst (1963). Burdick
and Helmberger (1979) found that body-wave synthetics with B-values
between 2.0 and 7.0 matched observations of explosions at Novaya
Zemlya. Recent arguments by Douglas and Hudson (1983) claim that the
large B-values obtained by Burdick and Heimberger are in fact not re-
quired by their data. In light of the results of these studies, a B-value
near 2.0 is probably a good assumption.

Synthetic spectra were computed for this source model and were
fit to the observed amplitude spectra for the East Kazakh explosions.
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As the purpose of this experiment was to estimate seismic moments,
particular care was taken to fit amplitudes at the lowest frequencies. The
moments obtained in this manner are listed in the first column in Table 2,
and the synthetic spectrum for the 9/14/80 event is plotted with the
observed in Fig. 5. It is apparent from Fig. 5 that the observed spec-
trum is considerably richer in high frequencies than the synthetic
spectrum.

In order to explain these high frequencies, we first investigated the
effect of tectonic strain release on the surface wave amplitude spectra.
Explosions at East Kazakh have been known to exhibit significant
non-isotropic source effects, such as large Love waves and reversed
polarity Rayleigh waves, which indicate that the explosions are trigger-
ing tectonic strain release (Rygg, 1979; North and Fitch, 1984). A dip-
slip thrust mechanism appears to be consistent with many observed
effects (Patton,1980).

Sykes and Cifuentes (1983) measured Love-to-Rayleigh-wave
amplituderatios_(LQ/LR) at 20 sec period for many East Kazakh ex-
plosions including some in this study. These amplitude ratios were used
to infer F-values (see below) of explosions with associated tectonic

-release. North and Fitch (1984) -determined fault azimuths for nine East
Kazakh explosions, unfortunately, none of which were used in this study.
The average fault strike for their nine events was 127' with a standard
deviation of about 200. Preliminary results for the fault strike associated
with the explosion on 9/14/80 based on teleseismic surface waves
(Mellman. 1983; Smith et al., 1984) indicate a value near 135'. In the

Table 2. Explosion seismic moments (in units of 1011 dyne-cm) for a pure
explosion and for plausible F-values.

Date Pure Explosion F-Value

0.5 1.0 1.5 2.0

4/25/80 0.15 0.15 0.19 0.23 0.3
6/12/80 0.4 0.5 0.5 0.65 0.8
9/14/80 1.6 1.9 2.2 2.7 3,6

10/12/80 1.6 1.9" 2.2 2.7 3.2
12/14/80 1.3 1.5" 1.7 2.2 2.8
3/29/81 0.3 0.35 0.4 0.5 0,6
4/22/81 1.6 2.0' 2.2 2.8 3.2

Freferred values based on F-values deduced from LQ/LR observations.
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following, we assume that the fdult strike is on azimuth with the Urum-
chi station, which is 1330.

Synthetic spectra were calculated for different F-values using the
earthquake trigger model (Ad and Tsai, 1972) wherea pure dip-slip thrust
earthquake is superimposed on an explosion. Here we use F-value defined
by Muller (1973):

202 Mx

where MQ 2nd MX are seismic moments of thc thrust event and explo-
sion, rtspectively, and a and f are P- and S-wave velocities in the source
region, respectively. The synthetic spectra for the combined model were
fit to the observed spectra in the same manner as was done with the
synthetic spectra for a pure explosion model. The resulting explosion
moments are listed in Table 2 for F-values as large as 2.0. Adopting the
F-vaiues inferred by Sykes and Cifuentes (198), we find that the seismic
moment determ4ied from the combined model for the explosion on 9/14/80
increased by 69% over the moment obtained assuming a pure explosion
model. Likewise, moments increased for the explosions with F-values
around 0.5, but orly by about 20%. If we assume an F-value as large
as 2.0 for the remaining events with no F-value data, there is about a
factor of two increase in the moment over that for a pure explosion. Above
an F-value of 2.0, the model predicts Rayleigh-wave phase reversals for
this station. On the assumption that the event on 10/12/80 is a small F-
value event, phase reversals are not supported for any of the events by
the results of a differential source phase analysis kPatton and Mills, 1984).

Synthetic spectra for the tectonic release model are richer in high
frequencies than the spectra for a pure explosion as can be seen in Fig.5
for the event or, 9/14/80. Nevertheless, the large F-value event on 9/14/80
still hzis more high frequencies than the model predicts. The observed
spectra for events on 10/12/80, 12/14/80 and 4/22/81 were also richer
in high frequencies.

There are a number of source parameters ef the tectonic release
model that can affect the frequency content of computed spectra. Fault
strike is a very important parameter because the Urumchi station lies
on a minimum of the radiation pattern of the tectonic release for our choice
of fault strike, and even small changes in the strike can increase the
amplitude of the tectonic contaminant significantly. For the small F-values
events though, the effect of changing fault strike alone cannot account
for the high frequencies. We considered relaxing the assumption that the
tectonic event occur simultaneously with the explosion. Observation of
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time delays in reversed Rayleigh-waves for East Kazakh explosions (Rygg.
1979; Cleary, 1981) suggest the possibility of a few seconds delay in the
triggering of the tectonic event. A two-second delay v1 introduce a
, requency-dependent phase perturbation such that low frequencies are
"ancelled, but frequencies above 0.12 Hz are actually enhanced by the
tectonic contaminant. Numerical experiments show that if the strike of
a delayed event is rotated by 401 to 500, it is possible to fit the observed
frequency content of the low F-value explosions. This suggests the

-. possibility that tectonic release was delayed and occurred on more east-
west oriented faults for these low F-value explosions, and we have looked
for evidence in the teleseismic surface wave data to support this.
Preliminary results of several studies currently in progress (e.g., Mellman,
1983: Smith et at., 1984) indicate that fault strikes for these events are
not much different from the strike of the 9/14/80 explosions, which is
estimated to be 135'.

Other possibihties that could explain the frequency content of the
observed spectra are: (1) source medium (eg. more high frequencies
in the Green's functions), and (2) energy focusing or amplification at the
Urumchi station. Energy focusing is a good possibility considering the *.

.large contrast in Rayleigh-wave group velocities between basin and foldbelt
structures (Patton and Mills, 1984) and that the Dzhungarian Basin
between the East Kazakh Test Site and the Urumchi station (Fig. 1) would
be an effective seismic lens for short-period surface waves.

Conclusions
Seismograms from the PRC National Seismic Network are available

through a data exchange program between NOAA and the State
Seismological Bureau of the PRC. The data consist of three-component,
broadband (flat to displacement between 0.1 and 10 Hz) photographic
records from an SK Kirnos galvanometric system, which is well suited
for recording regional seismic waves. Most of the difficulties encountered
with handling the Chinese data were related to the usual problems
associated with digitization of photographic records. It was necessary
to use the nominal instrumental parameters supplied by NOAA since
calibration pulses were not available for the time period analyzed. Never-
theless, the results of this paper suggests that these data will be useful
for source and structural studies in Asia and for seismic verification studies,
since two of the Chinese stations are within regional distance of the Soviet 7s
East Kazakh Test Site.

Rayleigh-wave phase and group velocity dispersion were measured
*ii on the path between East Kazakh and the :rnmchi station in Sinkiang
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Province of western China. Previous work on earth structures in cen-
tral Asia similar to this path indicates the presence of thick sedimentary
deposits underlain by Paleozoic rocks of pre-Devonian age. The depth
to Paleozoic rock can be as great as 10 kn. Based on surface geology,
the path may be divided equally into a northwest and southeast segment,
with thick Carboniferous sediments, 3-9 km thick, in the northwest, and
Tertiary and Quaternary sediments in the Dzhungarian Basin in the
southeast. The inversion of phase and group velocities confirms the
presence of thick sedimentary deposits. The upper 15 km of the crust
show a strong velocity gradient with extremely low velocities compared
to any known structure on the North American continent. Velocities in
the crust below 15 kn depth are not significantly different from other
continental structures.

Amplitude spectra of Rayleigh waves from seven East Kazakh
explosions were computed, and the seismic moments were estimated
based on models of the explosion source triggering tectonic release. These
models incorporated independent estimates of the overshoot parameter,
B, the F-value and the fault strike. The largest explosion studied in this
paper occurred on 9/14/80 and had an mb of 6.2 and a seismic moment
of 2.7 x 1023 dyne-cm. We found that the observed spectra were richer
in high frequencies than predicted by the model. This could be caused
by a path effect involving seismic wave focusing by the Dzhungarian Basin
between East Kazakh and the Urumnchi station, although source medium
effects cannot be ruled out. It is noteworthy that the Chinese data pro-
vide estimates of the seismic moment for a frequency range bridging the
teleseismic surface-wave and body-wave observations. In principal, the
results from studies of the Chinese data and teleseismic data could be
used to construct a broadband moment spectrum for explosions at East
Kazakh. Such a synthesis may be helpful to further understand the nature
of the explosive source in hard rock media.
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Propagation of Lg Phases in
Western Europe

J. L. Plantet and B. Massirn

Introduction
For intermediate distances (150-1500 kIn) along continental propaga-

tion, seismograms are mostly dominated by Lg phases, as far as
amplitudes and durations are concerned.

These vvaves, built up by a complex composition of multi-reflected
S waves within the crust (Bouchon 1982), convey information on the
source itself, the propagation path and the reception function. In the fre-
quency domain, the L, wave amplitude is represented by the product
of these three functions: source function, propagation finction (or at-
tenuation function), and station transfer function.

An earthquake model can be described by a dislocation model (Brune
1970) which explains spectra with a low frequency constant level con-
nected to the seismic moment, and with a corner frequency over which
amplitudes decrease as cxfb. The propagation function is the product of
two factors:

- one which represents the attenuation due to geometrical spreading
- one which represents the anelastic attenuation

The reception function, a generally neglected term, allows taking
into account the influence of superficial layers beneath the recording
station.

The purpose of this study is to evaluate the effect of these three
factors by computing L. waves spectra recorded in the French seismic
network of LDG.

1. Data and Data Processing
1.1 Data. This study has used the L waves generated by 18

earthquakes and recorded by the French seismic network. 'essentially
localized around France (Fig. 1), these earthquakes have local magnitudes
M, between M, = 3.2 and M - 4.8 (Table 1). Their hypocenters,
always within the crust, are mostly computed with an uncertainty larger
than 5 km. Wave paths cross various geological structures and epicen-
tral distances range from 150 km to 1200 km. For the same quake, the
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Station

15* Earthquake (The number refers to Table 1)

F'ig. 1. Map of earthquakes (stars) and stations (open circles) used in this
study. Numbers are numbers of earthquakes as described in Table 1.

Table 1

Date Origin Time Coordinates M Region

1 - 04/09/81 04h 4159.2 48.48N" 05.11W 4.2 Brost
2 -0 2/03/82 01h 27 26.3 51.01N 05.77E 4.0 Anvers
3 28/05/82 04h 50 24.7 46.96N 00.11W 3.3 La Rochelle
4- 28/06/82 09b 57 33.3 50.69N 07.84E 4.9 Ftmndort

5- 26/07/82 15h 07 29.5 44.24W 10.88E 4.3 Emilie
6 - C0/10/82 13h 19 46.3 43.51N 03.66E 3.3 Clermet-

Fen-and

7 09/11/82 13 44 47.2 47.07N 01.73W 3.9 Nantes
8 -- 28/11/82 04h 34 05.0 4.31N 09.05E 3.9 Jua Soumbe
9 " 23/12/82 141 48 13.4 4.02N 03.739 4.1 Mona~llier

10 - 03/02183 02h 48 30.1 47.10 06.A3, 3.4 Vesoul

I- 04/0/83 14h 52 25.2 47.75N 01.0W 4.8 salour
12, 21/04/83 01b 53 07.9 46.20N 00.96E 4.0 ]Bellac

13 " 21/04/83 19h 07 02.1 46.10N 00.989 3.6 Bdlwa
34 " 21104/83 23h 31 13.8 46.20N 0.982 3.8 Bellse
I5 FP- 08/05W8 17h 47 51.4 "4.97N 03.47W 4.0 OWN-t

Rodhefort

16 - 06A06/83 01b 29 50.3 43.27N 00.30W 4.1 pyow
17 " 03/0/83 20h 47 11.2 47.21N 02.bOW &.2 Lorlart
I8 a- 07/07/83 09h 52 25.2 48.41N 01.30W 4.2 F"oer"

CSEM location
" LDG locatloan
, LDG local magnitude
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useful distance range is reduced even further due to the dynamic range
of the recording process (60 dB): the maximum distance without ampltude
clipping is generally between two and three times the minimum distance.

In order to point out eventual modifications of the attenuation, the L9
wave train is divided in 3 parts according to their group velocities (Fig. 2):

Lgl 3.1 kmy/s < V < 3.6 km/s maximurn of Lg
Lg2: 2.6 kmi/s < V < 3.1 km/s coda of Lg
S4g3 : 2 .3 kn/s < V < 2.6 km/s end of Lg coda

For each of the digital signals recorded with a sampling rate of 50
samples/s, amplitude spectra are computed by FFT, between 0.5 Hz
and 15 Hz (Fig. 3). Seismic noise spectra 30 sec before the P,, wave
arrivals are also computed. For each frequency, the L. spectrmn is cor-
rected from seismic-noise spectrum.

10 S L L 2 L^3

LCR 576 km

SSF 542 km-

SMF 522 km

TCF 415 km

L S F 3 8 6 k m ; '-
' '+ '- " ' ' .. .'' 2 6 '10: :

N 200km 1
R F 294 k '-

CAF 289 m , ,

Fig. 2. Seisinograms recorded by 8 stations for the Pyrenees earthquake

L uni.ei I " - 06 G/oo - 'u,. = 4 . Amp rudes are normalized to the max.

imum amplitude on each trace,
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3

2. F_ L~2

0 L9 
L 9L %Lg

E

C

3 e1

2L L 2  LL 2 I

L 3

0.2 1 10 20 0.2 1 10 20

Fig. 3. Amplitude spectra computed for seisraic noise (lower trace) and L,
phases (L I, L 2, L 3) recorded in four stations BGF, LOR, CAP, LSF for the
Pyrenees eaziquae (number 16 - 06/06/183 - ,=4.1) Amplitudes are nor-
malized to the waximum spectral amplitude at station BGF.

1.2 Data Processing, The spectra][ amplitude of a recorded wave
at the i th station, at distance dk. from the j th earthquake is:

with:

Sj (f): source amplitude spectrum of the ith earthiquake
P (6j, pj): radiation pattern of the jth earthquake to the ith station
E G (d): attenuation factor due to the geometrical spreading
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AI(f,d): anelastic attenuation factor
TFS(f): transfer function at the ith station

Each of these terms can be modeled.
a) Source Sj (f). The S wave spectrum generated by a seismic

source is described by the amplitude at f 0 Hz (S (0)), the comer
S fequencyfcj; and the asymptotic decrease expressed by the coefficient
y of the spectrum (Brune 1970)

S f) Sj (0)s(+(ff)2)-i + ulfcJ)" ohnwn-McEviy 1974)

b) Radiation pattern Rj (0i, oi ). The radiation pattern is a function
of the source mechanism. Concerning most of the earthquakes used in
this study, source mechanisms are poorly determined. Consequently,
Rj (0i, (PO is set equal to 1.

c) Geometrical spreading EXG (d): This factor is-independent of fre-
quency. For L, phases Nuttli (1973) proposed, after theoretical and em-iralconsiderations, to express it as: i

EXG (d) = d - s (sind) -

Campillo (1984) computes synthetics of L2 phases propagating through
a European crust and obtains:

EXG(d) d -o 8z

Since distances are small (d < 10°), these two formulas are equivalent
(sind = d). We use the second one.

d) Anaelaatic attenuatiox. factor Al (fd), The anelastic attenuation
factor car. be written as:

AI(f,d) e

with:

Q(f) : quality factor, function of frequency f
v : group velocity of the wave

Q(f) is expressed for a limited frequency band (0.5 HIz - 15 Hz) by

Q Qof 0 : 198)
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e) Transfer function at the ith station: TFSi (f): This factor is the fre-
quency response of the superficial structures beneath the station. Im-
possible to model a priori because these structures are not known with
sufficient accuracy, it will be computed.

1.3 Resolution of Equation 1. Distance range (150-1200 kin) and
frequency range (0.5 Hz-15 Hz) being too narrow, they lead to a numerical
inidetermination between geometrical and anelastic attenuation. Conse-
quently, the geometrical spreading factor is fixed as:

d -0.8

Equation I can be linearized by taking logarithms to form:

id
log (A1 (f d)) + 0.8 log d log(Sj (0))- ,fl ~ FS() 2

Equation 2 can be solved by iterative process:

a) by least squares,, estimate for each frequency and for each quake

t5e two factors S, (f) and Q(f), using an estimation of the TFS factor.
(A. the first iteration TFS is taken as 1.)

b) model for the whole set of quakes: Q = Qofb

c) evaluate the perturbations to bring to the transfer functions TFS
as the r.m.s. to each station, with the additive hypothesis:

TFSi(f) = 1

The process is stable and convergent after few iterations.

2. Results
2.1 Transfer Function at the i th Station. By taking into account

the TFS or transfer function of the stations, the estimation of the Q
factor is significantly improved and the scattering reduced.

The transfer functions of the 22 seismic stations are essentially
representative of any attenuation or magnification for high frequencies
(f > 5 Hz) by factors up to 3 (Fig. 4). They are relative to mean TFS
defined previously as

TFS=1 V TFS, (f) =
I,-'

Thcsc c T.LS o T UE L Ahed by Lg wave spectra are rather well correlated
with seismic noise spectrum variation, specially for high frequencies
(Fig. 5) which confirms its origin associated with superficial layers.
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2.2 Quality Factor - Frequency Variations. 'The quality factor Q
* is estimated for each quake at each frequency independently. After TFS

correction, the Q factor is given with an uncertainty of about 30% or
less (Fig. 6).

For each quake and the three L. phase groups, the Q factor varies
significantly with the frequency and these variations are correctly

0

Q G 870 1156

F =10 Hz ~F 5 Hz

I :

0z

244= 609y F= 1 Hz F =5 Hz I

200 500 1000 200 500 000

km

Fig. 6. Spacial attenuation of the L, waves for the Pyrenees earthquake
(aIkuTlb IG - G.P,.G1o3; MI = 4,1) for different frequencies:.f = }i z, 5 Hz,
10 Hz, 15 Hz. Attenuation due to geometrical spreading is modeled by d--o.8
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described by the relation (Fig. 7): Q Qof b where b can take values
between b = 0.2 and b = 0.8, depending on &e earthquakes. Most of
these values are nevertheless concentrated between:

b 0.4 and b = 0.6 (Fig.8)

The mean values for b are finally the following according to the type of
L9:

Lgl b = 0.46 Ub - 0.10
Lg2  b = 0.53 b = 0.08
Lg3  b = 0.54 ar = 0.13

Discrepancies in b values obtained for three Bellac earthquakes
(numbers 12, 13, and 14) point out that the standard errors, U, are not
clearly associated to regional differences (Table 2).

For western Europe an estimation of Q or mean quality factor is
obtained by using the whole set of earthquake data (Fig. 9).

Lgl Q 290 f 0-
Lg2 Q 295 f 0 M RelationmA
Lg3 Q 350 fo.

result similar to the one already obtained by Nicolas et at. (1982). If the
same frequency variation is selected for each Lg phase, that is to say
the same b: b = 0.53

2000

0 287 F°3

1000

500

Fig. 7. Variations of Q factor j/
versus frequency for Li r 1
waves of the Pyrenees earth.
quake (number 16 - 06/06/83Frequency
- Md = 4.1). Error bars cor- 200
respwind Lu 66% of con- 0.2 1 10 20
fidence limit. Hz
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Fig. 8. b histogranm fronQ Q Q oF
. Q f b computed for LI,

L,2, L, 3 waves from the 10 -
whole set of 18 earthquakes. L L L 3

L 2

b0 L_

10

0.2 0.4 0.6 0.8

we obtain:

Lgl Q = 290 f 0.53L 2  Q = 310 f 0.3 Relations B
Lg 3  Q = 330 f 0 5

which means that the L waves and their coda have the same anelastic
attenuation and confirm the association of the Q factors with S waves
and their coda (Aki 1980). Nuttli (1983) obtains b 0.6 for Lg attenua-
tion in the central U.S.

3. Source Spectrum
Source spectrum is defined as the mean of the spectra computed

for each station signal, after transfer function correction (TFS) and pro-
pagation correction. The attenuation correction term is the one computed
for the whole set of earthquakes (Relations B).

The spectra, after corrections, present a dispersion (Fig. 10) prob-
ably due to a rough modeling of propagation which does not take into

J.. account differences between local structures.
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Table 2. bvalues for L 1, L 2, and L, 3 waves recorded from earthquakes
numbers 12, 13 and 14 which occurred in the same region of central France
(Bellac).

Number A b Ll b L,2 b L,3

12 4.0 0.35 0.62 0.48
13 3.6 0.35 0.58 0.34
14 3.0 0.21 0.57 0.59

2000
L91

1000 .

500

Q = 290 Fo ,

100

2000
L,2

00

, 500

Q=295 F 0

2000
L93

100 .#.

500 - . i ,..

Q 3 50 F0'

10 liiil I I I 111,11

0.5 1 5 10 20
Frequency (Hz)

Fig. 9. Variations of Q factor for Lgl, L,2, and L,3 for the whole set of 18
earthquakes.
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L 3

C9

0

L"
x

Fc = 4.25 Hz

L91 Lg2

.2

0

Fc = 4.25 Hz Fc =3.25 Hz

0.5 10 20 0.5 10 20
Frequency (Hz)

Fig. 10. Source spectra obtained from L1, L2, L3 waves for the Pyrenees
earthquake (number 16 - 06/06/83 - M, 4.1). Each solid line represents the
spectrum at each station after propagation correction and transfer function
correction (at the station). Dotted lines figure the spectrum:

s W/ = so (0) /[ +(/)=]

Nevertheless, these spectra pointed out the main features of a Brune
source (Brune 1970). L. phases (L) and their coda (L.2) and L,3) lead
to similar source spectra (Fig. 10 and Fig. 11). The asrmptotic decrease1.5, -2 25
of the spectra for high frequencies is in between f - 5 and! -2.f, and
corner frequencies are in the range 1.25 Hz to 10 Hz. Assuming a rela- j
dion between fc and M, of the form:
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7 ~ L 2 L 3

4 4

L 1 L2

V 14 1

I N11 I I 1 M l

Lgl Lg2 L~3

177 17 17
I I I__L. __ oresetaotie o tefloigtreerhuks

17e 17 17in M .

number 14 Bellac M;. 3.8
number 4 Francfort A!, 4.9

Corner frequencies are also given.
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logfc = A + BAMI

a least squares fit to the data yields: (Fig. 12)

logfc = 1.98 - 0.33M,

On the other hand, So (0), low frequency level of the source spec-
trum is connected to the earthquake magnitude M, as follows:

logs 0 (0 ) = C + 1.5M

and this, for each Lg1, Lg2 , Lg3 wave spectrum.
The slope 1.5 is similar to the one obtained by Johnson and McEvilly

in their relation:

logM o = 17.0 + 1.4M

with the relationship: Mo = 4lrQ.3RSo (0), where Q is the density, /3
is the shear wave velocity of the medium, and R is the h)qYoentral distance
(L.R. Johnson and McEvilly, 1974).

Conclusion
This study whch used the Lg waves generated by 18 local earth-

quzkes recorded nn the French seismic network, gives information on
the source itself, the L. wave propagation and the reception function.

A reasonable evaluation of the source spectrum similar to the Brune
dislocation model is obtained for each quake.

Anelastic attenuation term both for Lg and its coda leads to an
estimation of the Q factor of the fonm:

log (Fc) 1.98 -0.33 ML o L1
o Lg2

10 Y

E38

Fig. 12. Variations of the
corner frequency ft versus the 1
local magnitude All. 3.0 3.5 4.0 4.5 5.0
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Q = 300f -.

between 0.5 Hz and 15 Hz, assuming a geometrical spreading atterisa-
tion factor as d -0.8 versus distance. The reception response i3 also :)b-
tained. It corre!ates specially for high frequencies with the seismic r.se
spectrum recorded -t the station.

"!'his confirms the influence of locd superficial layers on the transfer
function of the station.
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The Use of Lg for Yield Determination

Paul W. Pomeroy and Lynn L. Peseckis

Summary
The amplitudes of regional phases provide an additional constraint on

the determination of explosion yield. Lg(Z) may be used to determine yield
once significant problems associated with the determination of Q and theselection of the appropriete mbLg versus yield curves are resolved.

Introduction
One of the most exciting advances in yield determination in recent

years involves the use of regional waves, particularly Lg(Z), as a
measure of yield. The use of regional seismic waves such as Lg provides
a measurement that is partially, at least, independent of the teleseismic
body and surface wave methodologies.

The determination of yield using Lg (Z) involves the following steps:
1. Determine the frequency-dependent attenuation from

measurements of the predominant frequency as a function of travel time.
The frequency dependence of attenuation may be of the exponential form
Q = Qof r (Mitchell, 1980) or the linear form Q = Q, + af.

2. Measure the sustained amplitude of the Lg(Z) wavetrain for
group velocities between 3.3 and 3.8 km/sec at frequencies near 1 Hz.

3. Using the mb, formulation of Nuttli (Nuttli, preprint 1) to deter-
mir-e MbL.-

4. At this point, there are two options:
a. Comb;ne the individual station "IbLg determinations to deter-

mine a network mbLg and then determine the yield from a composite
nbLg-yield curve (derived for known yield events at NTS in this case) or

b. Determine the yield at each station from each station mbg
using a mbLgyield curve (derived for known yield events at NTS). That
curve could be derived only for the individual station or it could be a com-
posite curve as in paragraph a.

5. For application in other geographic regions, the "correct" mbLg

;ersus yield curve must be utilized in Step 4.
In this determination of yield, there are several possible sources of

error and/or uncertainty. The primary purpose of this study is to evaluate
and quantify these uncertainties to determine the ultimate accuracy of
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the mbLg methodology for yield determination as well as to evaluate the
independence of this methodology. An additional objective of the RAI
program is to evaluate other regional phases for possible use as yield
determinants. This paper deals only with the evaluation of the inbLg

method and quantification of its uncertainty.
Each step of the methodology will be dealt with separately in the

following sections.
1. Evaluation of Methodology.
Determination of Q (f). This first step of the process involves the

greatest source of uncertainty and/or potential error in the determina-
tion of yield. To evaluate this, twelve (12) Nevada Test Site events were
chosen as recorded at the WVWSSN stations BKS, DUG, and TUC. For
each recordi 'g, the predominant frequencyf, in the coda was determined
as a function of travel time (t). In all, 70 data points were obtained at
BKS, 75 at DUG, and 55 at TUC. Q(f) is determined by fitting the fo
versus t data to theoretical curves which depend on the type of frequen-
cy dependence assumed, the amount of frequency dependence, and tho;
characteristics oi the recording instruments. In this study, two types of
frequency dependence were assumed:

1. exponential dependence Q = Qof t and

2. linear dependence Q = Qo + caf.

Each of these is examined in the subsequent paragraphs.
In Figs. 1 and 2, fP versus t data for BKS are presented together

with the theoretical curves for the exponential dependence Q = Qof .
In Fig. 1, values of " of .2 and .4 are used while in Fig. 2, r values of
.6 and .8 are assumed. Note that increasing r increases the slope of the
curves at lower frequencies and increase the curvature at higher fre-
quencies. The choice of " is critical to the determination of Q0 and, as
car be seen in these two figures, the scatter of the f4 versus t data
coupled with the similarity of the different curve ensembles makes the
choice of curves difficult. The data cut across the higher sloping r = .6
and " = .8 curves indicating a lower slope then these theoretical curves.
For the BKS station, the RAI choice would be p = .2 and Q. = 225.
Earlier, Nuttli, on the basis of a smaller data set, had chosen a
Qo = 139 (Nuttli, preprint) following his selection of a r of .6 based on
other western US data.

In Figs. 3, 4, and 5, the R fo versu. t data are presented for the
stations BKS, DUG, and TUC, respectively. In these figures, we have
plotted the curves for a) the best exponential (Q - Qof r) fit to the data
with the parametLrs indicated; b) the best linear fit (Q -Qo + cxf); and
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(a) BKS Qo (b) BKS
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Fig. 1. Predominant frequency (fp) veisus travel tihie (1) data for BKS are
shown with the theoretical curves for an exponential dependence of Q on fre-
quency (Q = Qoft) with (a) " = .2 and (b) r = .4. The scales are the same.

(a) BKS (b) BKS
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Fig. 2. fp versus t data for BKS with (a) r = .6 and (b) r = .8. Note the ap-
parent lower slope of the data compared to these curves. The scales in both
(a) and (b) are the same.

c) the curve chosen by Nuttli to fit his data. Standard deviations for the
RAI data from each of the selected models are indicated by the cr values
in these figures. The reader should note that the linear model provides
a better fit then the exponential model to the RAI data at BKS and TUC
but the fit of the lnear model is slightly worse than the exponential model
at DUG.

Th resultant variability of Q, from alternative fits to the data result
in major changes in mbrg and thus differences in the yield values. For
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instance, at DUG, our best fit has " = .3, Qo = 230 compared to
Nuttli's = .6, Qo = 155. For the CHARTREUSE explosion these cor-
respond to mbLg = 5.24 =Jd mbLg = 5.79, respectively. Converting them
mbLg's to yield on the same mbL, versus log-yield curve gives yields of
14 kt and 80 kt. However, a different curve is derived from our data
(seen Section 4 below and Fig. 6). When this curve is used, a yield of
72 kt (rather than 14 kt) is derived. These compare well to the announced
yield of 70 kt.

2. Amplitude Measurements. Although there are small but real
differences in measurements of "sustained" amplitudes by different
observers, this study indicates that those differences produce relatively
small changes in yield compared to the variations in Q values discussed
above. As an average example, using Nuttli's Q model for BKS and our
amplitude measurement, we calculate for STARWORT mbL, - 5.89
compared to Nuttli's mbL, - 5.92 (Nuttli, written communication).

3. Determination of mbLg. This portion of the methodology is a
simple numerical calculation and errors are not introduced. The Nuttli
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formulation assumes, however, Airy phase propagation in L a
hypothesis that remains to be tested. However, strict application of the
methodology in determination of the MbLi-yield curve and in the deter-
mination of mbgfor unknown yield events should lead to the correct
answer. The RAI mbLg is used in the following section were derived as
follows:

a. BKS, TUC, and DUG recordings of 11 NTS events were
utilized.

b. The best exponential and linear fits to the fP versus t curves
were determined to determine Qo, t, and a.

c. The mbLg values measured for n! events at all on-scale sta-
tions were submitted to LSMF to obtain event MbL,'S with 95% con-
fidence limits. Nuttli's mbL, values were treated in the same way.

4 . mh,.Yield Curves. There are several aspects to this portion
of the problem. Fist, for events of known yield, the choice of Q (f) in
effect determines the mbLg an: Ihus different choices of Q (f) result in

Fisfreet o w ilte hieo.Q(i
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different mbLg curves. In Fig. 6, network MbLg versus yield data are plot-
ted for different Q (f)'s. In Fig. 6(a), RAI data on MbLg (itsing the ex-
ponential form of frequency dependence of Q) for known yield events
at the Nevada Test Site are plotted with the least squares linear fit to
the data. Error bars from LSMF are plotted on all the individual data
points and the ± 1 a curves are plotted as dashed lines. Similarly, in
Fig. 6(b) RAI data using linear frequency dependence of Q are plotted,
while in Fig. 6(c) Nuttli's data for NT'S (with some of his data edited
out) are plotted. The use of these three different curves result in dif-
ferent yield values e.g. DURYEA (4/14/66).

Model mbL. Yield Curve

RAI Exponential 5.09 43 (99-66) Fig. 6(a) using RAI mbl.,

RAI Linear 5.06 42 (28-62) Fig. 6(b) using RAI mbL,

Nuttli 5.67 55 (42-72) Fig. 6(c;) using Nutil's mbL,
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The announced yield for DURYEA is 65 kt.
If the other option is used at this point in the methodology, that is

mbLg s at each station are determined using the RAI models of the fre-
quency dependence of Q and the yield is determined by averaging the
station yields, the following results are obtained for DURYEA.

Exponential Linear
Station WbL Yield Station 1bLS Yield

BKS 5.14 51 BKS 5.14 54 4

TUC 4.86 20 TUC 4.86 21

DUG 5.26 77 DUG 5.19 64

Average Yield (DURI1.A): 49 kt 49 kt

S 'at.A 4*i~~ae~* ~- ~*~***.---'-
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The alternative of using station mbLg versus yield curves rather than net-
work mbLe versus yield curves is currently under investigation.

5. Transportability of Other Test Areas. The key question here
is, of course, what is the "correct" mbLgyield curve given the ques-
tions regarding the frequency dependence of Q. That question is cur-
rently being evaluated in the classified portion of this research.

Conclusions and Recommendations
1. The use of regional phases (such as L. (Z) discussed here) shows

great promise as a quasi-independent measurement of yield.
2. In the Lg(Z) methodology, there are two key issues:

a. Selection of the appropriate form of the frequency dependence
of Q and the selection of constants in that form.

b. The use of the appropriate mbLg versus yield curve in dif-
ferent geographic regions. Detailed evaluation of these issues should be
carried out.

In addition, other L9 measurements (Lg(T)) and other regional
seismic phases such as P both provide additional measurements of yield
and follow-on studies of those additional constraints on yield should be
carried out.
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Source Mechanism, Surface Wave
Excitation, and mb-M Analysis of the

Mammoth Lakes Earthquakes

Keith F. Priestley

Summary
Evaluation of the parameters relating to the mb-M relationships for

the Mammoth Lakes earthquakes.

Introduction
The observation that earthquakes generate relatively greater

surface wave amplitudes than do underground nuclear explosions of the
sample local or teleseisnic body-wave magnitude has led to the disciina-
tion technique based on the ratio of body-wave magnitude (mb) to
surface wave magnitude (M,). On a plot of mb vs M,, earthquakes and
explosions cluster in two groups separated by approximately one unit
of magnitude, each group scattering about a line with slope of 1-1.8, depen-
ding on the mb range (Everden et al., 1971). The success of the mb-M
discrimination technique is believed to be the result of one or a combina-
tion of the following factors: (1) Source dimension, (2) Source rupture
duration, (3) time function of the displacement at various points on the
fault for an earthquake, or at the elastic radius for an explosion, and (4)
source symmetry, i.e., symmetric dilation for an explosion and shear
dislocation for an earthquake. Gilbert (1973) found that the effects of
source symmetry alone can account for approximately 0.5 surface wave
magnitude units between earthquakes and explosions.

In a number of recent studies (e.g. Tucker and Brune, 1977) it has
been found that estimates of seismic moment based on long period data
were 4-10 times higher than estimates of short-period records for the
same earthquakes. This has led to the hypothesis that faulting in shallow
earthquakes begins in a relatively small region of high stress drop and j
nigh rupture velocity, and propagates into regions of lower stress drop
and lower rupture velocity. The first stage of faulting controls the short-
period radiation, and the second stage of faulting adds to the long-period



930 soun, Merani, Surf" wave E x;t-zsox, .,i...

radiation while being a weak source of high-frequency waves. This pro-
cess vill also lead to the disparity between mb and Ms for shallow focus
earthquakes.

With adequate, high quality, near-source data, it should be possible
to examine the various factors leading to the mb-Ms discriminant. From
near source spectra it should be possible to predict the observed mb
values at teleseismic distances, from the spectral amplitudes near 1 Hz,
and the M, values from the inferred moment. The Mammoth Lakes,
California, earthquake sequence provides a uniqae opportunity for such
a study. There are a large number of b-oad-band digital and strong mo-
tion recordings available in the source region for averaging the near-source
spectra over the focal sphere. The epicentral region is surrounded by
an array of long-period seismographs at regional distances for determin-
ing M,; and is located more than 200 fr-om most of the sensitive short-
period stations of the Canadian network, which is important for consis-
tent determination of mb (Evernden, 1967). Jn addition, the propagation
paths from all of the epicenters to a given regional or teleseismic station
are essentially identical, and very similar for waves from NTS explosions
to many of those same stations.

The Mammoth Lakes Earthquake Sequence
The Mammoth Lakes earthquake sequence comprises the largest

episode of seismic strain release to occur in the western United States
in the last decade. The earthquakes are associated with the intersection
of the Sierra Nevada frontal fault system and the Long Valley Caldera.
The Long Valley Caldera was formed 0.7 million years ago by collapse
and subsidence associated with the eruption of the Bishop tuff (Bailey
et al., 1976), and volcanic activity has continued on a reduced scale into
the Holocene. The dominant fault of the area is the Hilton Creek Fault
along which several hundred meters of pure normal fault displacement
has occurred since the formation of the Long Valley Caldera (Bailey et
al., 1976).

During the present century, the area just south of the Long Valley
Caldera has experienced the largest concentration of earthquakes with
local magnitude greater than 5 of any region along the entire length of
the Sierra Nevada frontal fault system. This may be in response to stress
concentration at the north end of the zone of faulting accompanying the
1872 Owens Valley earthquake (Cramer and Toppozada, 1980). The
region experienced a lower than normal level of seismicity during the
mid-to-late 1970's, primarily during the period October, 1977 to
September, 1978 (Van Wormer and Ryall, 1980; Ryall and Ryall, 1980).
The earthquake sequence clearly began with an event of local magnitude
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(Ml) 5.8, beneath Wheeler Crest 30 km northwest of Bishop, Califor-
nia on October 4, 1978. Following this event, activity gradually spread
to the west. The main period of energy release began on May 25, 1980.
This was preceded for over a year by MI 3.5-4.5 earthquake swarms
in the region of the magnitude 6 events of May 25, 1980. These swarms
generally clustered near the southern boundary of the Long Valley
Caldera, and migrated eastward towards the eventual epicenter of the
first magnitude 6 event (Cramer and Toppozoda, 1980). The main episode
of strain release commenced with a MI = 6 event at 1633 on May 25
and was followed by a second M = 6 event at 1649. These initial events
occurred along an east-west trend near the southern boundary of the
Long Valley Caldera. The seismicity then migrated southward from the
Caldera boundary. Lide (1984) has shown that in the two months period
following the main events, aftershocks and continuing swarms occurred
along the trend of the southern caldera boundary, and along several
northeast-southwest trends orthogonal to the caldera boundary. Mayo
(1937) has found the fracting pattern to have a similar trend. Nearly all
of the events lie well west of the projection of the Hilton Creek Fault
to depth indicating that this is not the causative fault for the earthquake
sequence.

Considerable controversy has arisen regardhig the source
mechanisms of the larger events. Focal mechanisms derived from local
and regional first motion data indicate strike-slip motion with a NE-SW
tensional axis and a NW-SE compressional axis (Cramer and Toppazada,
1980; Ryall and Ryall, 1980). This implies right lateral motion on east-
west trending faults, or left-lateral motion on north-south trending faults.
Moment-tensor inversion of long-period teleseismic body and surface
waves recordings of the largest events require a solution different from
the first motion data. These mechanisms have been interpreted as left-
oblique slip of planes striking NNE and dipping eastward or a non-double-
couple mechanism. Given et al. (1982) and Wallace (1983) have suggested
the discrepancy in the mechanisms arise from structural effects which
distort the teleseismically-observed radiation pattern, or from complex
rupture during the events. The structural distortion of the outgoing rays
may result from the presence of magma chambers as has been proposed
in a number of studies (Steeples and Iyer, 1976; Hill, 1976; Ryall and
Ryall, 1981b). Reversals of polarity observed on short- and long-period
instruments at the same site suggest a complex source time function with
the short-period arrivals representing the failure of an asperity and the
long-period arrivals due to the overall response of the faulting episode.
The repeatability of the observations is difficult to explain with source
complexity. Barker and Langston (1983), Julian (1983), Ekstrom and
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Dziewonski (1983) and Aid (1984) have explained the discrepancy in local
and teleseismic mechanism as indicating a non-double-couple source or
a compensated linear vector dipole. Such a source could arise from ten-
sile failure due to fluid injecting at depth along vertical fractures striking
northwest-i.e. possibly the formation of dikes.

Analysis of Surface Wave Delta
Many of the events with local magnitude (MI) greater than 3.5,

produce surface wave recordings z. regional long-period stations. Data
were available from stations for the World Wide Network, the long-period
stations operated by California Institute of Technology, long-period sta-
tions in northern Mexico operated by Scripps Institution of Oceanography,
and broad-band stations operated by the University of Nevada and the
Lawrence Livermore Laboratory.

The surface wave magnitude (M,) defined by the formula (Marshal]
and Bashani, 1972)

Ms = logA + B' (A) + P(T)

has been determined for a large number of events for which there were
two or more recordings. In this formula, A is one-half the peak-to-peak
ground amplitude of the maximum amplitude Rayleigh wave with period
T at distance A. B' (A) corrects for the average effects of attenuation,
scattering, geometrical spreading and refraction; P (T) is a correction
factor for dispersion and allows measuring the surface wave amplitude
at any period. Marshall and Basham (1972) have tabulated P (T) for con-
tinental North America for periods ranging from 10 to 40 seconds. In
some cases the maximun suface wave amplitude w;- in the period range
8 to 10 seconds for the Mammoth Lakes observw:.:.as. Since P (T) is
a smoothly varying function, we have extrapolat.u P (T) to 8 seconds
periods. Marshall and Basharn. have also provided for correcting M, for
source depth by comparing M, determined for an event at different
periods. However, most of the surface wave observations made in this
report have consisted of a single pulse, and thus such a comparison could
not be made. The exception was for events recorded at station BRK
where a more dispersed wave train was normally observed.

Twenty-two of the events were chosen for presentation in this report.
The hypocentral parameters for these events appear in Table 1. These
events range in local magnitude M, from 4.2 to 6.2 and range in depth
from I to 16 km. The surface wave data for these events is summarized
in Table 2.
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Table 1

Event Date Time Latitude LonItude Depth M mb  M,

1 10/04/78 16:42:48.6 37.5 118.7 10 5.8 5.6 5.)4
2 05/25/80 17.48:30.0 37.6 118.9 4 4.6 3.9 3.92
3 05/25/80 19:44:51.0 37.5 118.8 13 6.1 5.3 5.53
4 06/25/80 20:35:48.0 37.6 118.9 5 5.7 4.9 5.11
5 05/25/80 20:59:22.6 37.6 118.8 8 5.0 4.4 3.75
6 05/26/80 00:57:02.3 37.6 118.9 1 4.5 4.1 3.51
7 05/26/80 01:19:02.2 37.6 118.9 7 4.6 4.3 3.68
8 0526/80 06:56:26.3 37.6 118.9 7 4.7 4.0 3.09
9 05/26/80 12.24:25.1 37.6 118.9 7 5.1 4.7 4.17

10 05/26/80 14:37:30.8 37.5 118.9 8 4.5 4.8 2.71
11 05126/80 16:20:21.6 37.5 118.9 5 4.8 4.6 3.88
12 05126/80 18:57:55.9 37.5 118.9 8 5.7 4.9 4.37
13 05127/80 13:27:07.1 37.5 118.9 7 4.3 3.9 2.82
14 05/27/80 14:50:56.6 37.5 118.8 16 6.2 5.5 5.55
15 06/27/80 10:01:07.9 37.6 118.8 6 4.2 4.3 3.49
16 05/25/80 05:16:23.0 37.6 118.9 4 4.9 4.2 3.75
17 05128/80 05:48:29.5 37.6 118.9 6 4.6 4.0 3.43
18 05/31/80 00:58:17.3 37.5 118.9 9 4.5 4.1 2.75
19 05/31/80 15:16:11.4 37.6 118.8 8 4.9 4.2 3.71
20 06/01/80 06.47:36.0 37.5 118.9 8 4.7 3.7 2.87
21 06/11/80 04:40:59.5 37.5 118.9 8 4.7 4.1 3.09
22 07/05,'80 11:58:59.0 37.6 118.8 9 4.3 4.2 3.27

Table 2

Event 1RK COR LON MSO DUG COL JCT ALQ PAS AVG

1 5.41 4.75 4.61 5.46 4.96 5.04
2 3.92 3.92
3 5.46 5.59 5.53
4 5.14 4.92 5.26 5.11
5 3.75 3.75
6 3.57 3.58 3.63 3.44 3.75 3.41 3.21 3.51
7 3.73 3.72 3.74 3.69 3.95 3.46 3.49 3.68
8 3.05 3.18 3.10 3.26 2.94 3.00 .1.09
9 4.25 4.28 3.99 4.27 4.05 4.; '?
10 2.72 2.70 2.71
11 4.00 3.67 3.74 4.18 4.19 4.04 3.37 3.88
12 4.87 4.42 4.45 4.04 4,37
13 2.63 3.01 2.94 2.68 2.82
14 5.55 5.55
15 3.56 3.42 3.95 3.11 3.45 3.51 3.50
16 3.59 3.55 3.96 4.20 3.62 3.74 3.56 3.75
17 3.29 3.12 3.73 3.99 3.24 3.39 3.27 3.43
18 2.92 2.63 2.70 2.75
19 3.67 3.87 3.62 3.96 3.71 3.63 3.49 3.71

20 3.00 2.83 2.94 2.70 2.8?
21 2.96 2.76 3.31 2.91 3.09 3.27 3.37 3.00
22 3.17 3.45 3.26 3.26 2.94 2.94 3.17
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Figure 1 is a comparison of the data from Fig. 6 of Marshall and
Basham (1972), the #tb-M5 data for the San Fernando aftershocks from
Tucker and Brune (1977) and the mb-M data for the Mammoth Lakes
earthquakes from Tables 1 and 2. All of th6 explosion and earthquakes
data reported in Fig. 6 of Marshall and Bsham (1972) are from North
America. In their study they have used C.nadian network data for deter-
mining both mb and Ms. In this study and the study of Tucker and Brune
(1977), Canarlimn network data were used t3 determine mb, but data from
WWSSN long-period stations in the western United States were used
to determine M. This could produce systematic differences between the
M determinations of Marshall and Basham and the M, determinations
for the Mammoth Lakes and San Fernando data. This does not seem
-- have a strong effect since the paths overlap to a large extent, and
the data sets in Fig. 1 overlap. All of the 22 Mammoth Lakes events
fall within the earthquakes population and discriminate from explosions,
although two events (14 and 22 of Table 1) are well offset from the earth-
quake mean towards the explosion population.

For comparison with the near-source spectral moments to be discuss-
ed below, surface wave moments were determined for all events listed

OExp1(;ons (Marnhall and Banam. 1972)
* Earihq lukosri 0
A San Fornando afto,',iocks (Tuckor and Lnuo. 1977)
'J Mammoth Lakca e r;hquakes &P 0

6.0 - 0 o
0 0 0 0 0 0

0 0 0 0 OD

5.0 0
o 4o ,0e e

3.0 ~4.0 .

Fig. 1. Body-wave magnitude (ma msiured on amort-v~priod Itnsruments of
the Canadian network us. surfAce-wavo magnitude (MA) rreasureJ on WWSSN
nations in the western United States and determined viti Marahall cud

Banham (1972) formula.
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n 'Fable 1. The surface wave-moment relationship was originally estab-
lished by Wyss and Brune (1968) for events less than magnitude 6.

For these events, Wyss and Brune found the 13 earthquakes studied
defined a moment-versus-magnitude relation

logMo = 1.7M, + 15.1 3<M<6

We have determined a moment-versus-magnitude relationship for
the Mammoth Lakes earthquakes in the following way. The surface wave
moment is linearly related to the surface wave amplitude and thus to the
surface wave magnitude. Surface wave synthetics were generated by
the method of Masters (written communication) for an earthquake of 1021
dyne-cm, at each of the regional seismographs. For the stations within
and along the eastern boundary of the Basin and Range, we have used
the Great Basin model (Priestley and Bnme, 1978; Priestley et al., 1980),
and the crust and upper mantle Q structure of Patton and Taylor (1982).
Focal mr-chanisms and hypocentral coordinates used in computing the
synthetics were supplied by Vetter (written communication, 1984) and
Lide (written commtnication, 1984) respectively. When focal mechanisms
for specific events were not available, the focal mechanism of an event
with a similar hypocenter was used. From the synthetic amplitudes, the
M. magnitude was determined in the same method as for the observed
data. The moment of the events could then be determined from the
observed surface wave amplitude by scaling to the surface wave amplitude
of the synthetic seismograms. The resulting relationship between sur-
face wave magnitude M, and moment M0 is given by the equation

iog M0 = M, + 19.4

Figure 2 shows the relationship between the moments determined in this
study from the surface wave magnitude using the above relationship, and
the moments determined from the local magnitude using Eq. 10 of
Archuleta et al. (1982).

Analysis of Local Data
We have collected a large number of strong-motion and broad-band

digital recordings from within the source region of the Mammoth Lakes
earthquake sequence. Archuleta et al. (1982) have published spectral
parameters from digital velocity and acceleration recordings for 67 events
and have recorded a large number of additional events. Peppin (written
communication) has determined spectral parameters from broad-band
digital rezords for approximately 350 events both prior to and following
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25

24

0

~23-0
o 0[]C I

o cil
C

22

1t I
23 24 25 25

Moment (Me)

Fig. 2. Comparison of Moment determined from local magnitude using the
Mo-M relationship of Archuleta et a (1982), and the moment determined from
the surface wave magnitude using the relationship determined in this study.

the main events of the Mammoth Lakes sequence in May of 1980. Ander-
son (personal communications) has analog strong-motion recordings from
eight stations in the vicinity of Mammoth-Lakes and the California Divi-
sion of Mines and Geology and has analog strong-motion recordings from
an additional four stations. In total there are 29 strong-motion and digital
seismographs. In the epicentral region of the Mammoth Lakes sequence
with on scale recording for a range of local magnitude M from 6.2 to
below 1.

We have selected a number of the events for which we have mb and
M, measurements, and computed the spectral parameters from the local
data. Three of those events will be discussed in this report. Displace-
ment amplitude spectra were computed by transforming the seismograms
directly, and dividing the acceleration spectra by w2 and the velocity
spectra by w, where w is the angular frequency.

In order to compare the parameters for the events, it is important
to consider the frequency associated with each measurement . Values
of the parameters and the frequencies at vwhich the measurements were
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made have been converted into spectral values and are plotted in Fig. 3,
together with values from the actual measured spectra, to illustrate the
relationship of the measured parameters to the spectra. All observations
were converted into spectral values corresponding to a distance of
10 kr and an average azimuth in a homogeneous full-space characteriz-
ed by a density of 2.7 g/cc and a shear wave velocity of 3.7 km/s.

Figure 3(a) shows the displacement spectra for the event occurring
at 1516 on May 31, 1980 (Event number 19 in Table 1), normalized to
10 kilometers. For this event, the accelerometer spectrum (converted
to displacement) is the log average of the spectra observed at seven sites
(14 records), and the displacement spectrum (Peppin) is the log average
of spectra observed at two sites (4 records). As pointed out by Archuleta
et al. (1982), in averaging the spectra it is important to compute the log-
average of the spectra and not the simple arithmetic average since the
errors associated with [go and M0 are lognormally distributed. These
spectra are compared with the spectrum inferred from the results reported
by Archuleta et al. (1982), and with the moment determined from the
surface wave measurements. In plotting the spectrum from Archuleta
d a. we have plotted the o and f, (with error bounds) reported in their
Table 4, and assumed aw-2

(a)

.0.1 A~E
E± 0.01 ,

S A,

CO AMagnitude measurements
*Archuleta et al. (1982)

0.C01 - Accelerometer spectra
- --- Peppin (Written communications)

LI I -
0.01 0.1 1.0 10.0

Frequency (Hz)

Fig, 3a. Inferred equivalent ful-space spectral values for the event of 1516,
May 31, 1980 normalized to 10 km.
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0.1

(b)I

'I

E V 0.01

'T
.!L

LMagnitude measurements
CO *Arohuleta et al. (1982)

0.001 - Accelerometer spectra
--- Peppin (Written communications)

I
0.01 0.1 1.0 10.0

Frequency (Hz)

Fig. 3b. Inferred equivalent full-space spectral values for the event of 0056,
May 31, 1980 normalized to 10 km.

(c)

0.1

C w

E Z~

0 ~.01

C,

A Magnitude measurements
.Archuleta et aL (1982)

0.0o1 Accelerometer spectra
Pppin (Writtenc

0.01 0.1 1.0 10.0
Frequency (Hz)

Fig. 3c. Inferred equivalent full-space spectral values for the event of 0647,
June 1, 1980 normalized to 10 km.
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slope for the high frequency falloff. The long period spectral level (ft
and corner frequency (i) inferred from the combination of the surface
wave and accelerometer data are in excellent agreement with the spec-
trum inferred from the results of Archuleta et al. However, the displace-
ment spectrum of Peppin indicates a much higher corner frequency
(9 Hz vs 1.7 Hz) and a much lower long-period spectral level (0.008 cm-
sec vs 1.11 x 10-1 cm-sec.)

We have gone to considerable length to check the source of this
discrepancy. The displacement spectra have been recomputed a number
of times by both Peppin and Priestley, using different routines, different
sample lengths, and different tapers, all of which yield comparable results.
Peppin has carefully calibrated the instrument by fitting synthetic calibra-
tion pulses to those recorded on the instrument during the field experi-
ment, and by shake table tests. We have compared coherent signals at
the McGee Creek Station and the McGee Creek accelerometer (approx-
imately 1 km separation and both essentially on bedrock) and find the
amplitude of the two signals to be closely matched. Surface waves from
the nuclear explosion which occurred on June 12, 1980 were recorded
at McGee and have a spectral amplitude within a factor of two of the
spectral amplitude observed on the WWSSN station at Dugway, Utah.
These tests have led us to the conclusion that the differences are not
the result of erroneous calibration of the University of Nevada digital event
recorders, but arise through the interpretation of the data.

We have yet to determine the source of the discrepancy. The
discrepancy may have arisen from the presence of two corner frequen-
des in the data, and a misidentification of the higher comer frequency
in the data of Archuleta et al. Tucker and Brune (1977) found that all
of the small (M i-3.5) and about half of the larger (M 3.5-4) events had
a single corner frequency below which they are approximately constant
and above which they are proportional to W-2 or W-3. The remaining
spectra of the large events have two comer frequencies, one between
0.1 and 1 Hz, below which they were constant, and another between
3 and 10 Hz, above which they are proportional to about W-2 or w - 3.

For these events, the spectral amplitude at the low frequency comer
was two to eight times larger than at the higher frequency comer. All
of the Mammoth Lakes events we have examined to date are larger than
MI = 4. The spectra of Peppin, and the flo values determined from the
regional surface wave observations suggest a similar character for the
spectra of the Mammoth Lakes earthquakes. We defer further comment
on this subject until we have completed the analysis of all our data, and
have incorporated the data being supplied by Archuleta in our analyses.

Figures 3(b) and 3(c) show the spectral parameters for the events

. . .. ... . .. . .-- ll T ' o,. . ............. ..... i U ,_ _A _ :.. ... . . . .... ... .~oi._ _!,!..... t ... ...rL ...
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occurring at 0058 on May 31, 1980, and at 0647 on June 1, 1980, respec-
tively. Both events are of similar body wave magnitude, however, the
event of 0058 has anomalously small surface wave and discriminates poorly
from nuclear explosions (see Fig. 1) while the event of 0647 is well
separated from the explosion population on the basis of mb-M.. Unfor-
tunately, we have no acceleration data for the event at 0058, and do not
yet have Archuleta's data for the event of 0058. From the spectra of
the 0647 event ifferred from the results of Archuleta et al. (1982), the
spectral amplitude near one second where mb is determined is approx-
imately five times higher than the spectral amplitude at 0.1 Hz where
we have determired M. However, as for the case of the event at 1516,
Peppin's spectrum is approximateley a factor of 10 lower than the spec-
trum of Archuleta et al. near I Hz. In contrast, the spectral amplitude
near 1 Hiz for the event at 0647 is comparable to the spectral amplitude
at 0.1 Hz.

References
Aki, K., "Evidence For Magma Intrusion During the Mammoth Lakes Earthquakes of

May, 1980 and Implications of the Absence of Volcanic (Harmonic) Tremor," submit-
ted to jour. Geohys. Res., 1984.

Archuleta, Ralph J., Edward Cranswick, Charles Mueller, and Paul Spudich, "Source
Parameters of the 1980 Mammoth Lakes, California Earthquake Sequence," Jour.
GeoPhys. Res., 87, 45954607, 1982.

Bailey, R.A., G.B. Dalrymple, and M.A. Lamphere, "Volcanism, Structure, and
Geochronology of Long Valley Caldera, Mono County, California," J. Geophys. Res.,
81, 725-744, 1976.

Barker, J.S. and C.A. Langston, "A Teleseismic Body Wave Analysis of the May, 1980
Mammoth Lakes, California Earthquakes," Bull. Seism. Soc. Am., 73, 1983, in press.

Cramer, C.H., and T.R. Toppozada, "A Seismological Study of the May, 1980 and Earlier
Earthquake Activity Near Mammoth Lakes, California," Calif. Div. Mines Geol. Spec.
Rep., 150, 91-130, 1980.

Ekstrom, G., and A.M. Dziewonski, "Moment Tensor Solutions of Mammoth Lakes
Earthquakes, EOS, Trans. Am., Gc4kys. Un., 64 262, 1983 [abstract]

Evernden, J.F., "Magnitude Determination at Regional and Near-Regional Distances
in the United States," Bull. Seism. Sac. Am., 57, 581-639, 1971.

Evernden, J.F., "Variation of Rayleigh-Wave Amplitude with Distance," Bull. Seism,
Soc. Am., 61 231-140, 1971.

Evernden, J.F. Wj. Best, P, W. Pomeroy, T.V. McEvilly, J.M. Savion and L.R. Sykes,
"Discrimination Between Small-Magnitude Eatuakes and Explosions," J. Geophys.
Res., 76, 8042-8055, 1971.

Gilbert, F., "The Relative Efficiency of Earthquakes and Explosions in Exciting Surface
Waves and Body Waves," GeoPhys. J.R. Astr. Sac. 33, 487-488, 1973. 1976.

Julian, B.R., "Evidence For Dyke Intrusion Earthquakes Mechanisms Near Long Valley
Calder, California," Nature, 303, 323-325, 1983.

Lide, C.S., Prec-se Rdetion of Aftrskocks of the May I9M0 Mamough Lakes Earth-
quakes, Univ. Nev. MS Thesis, 1984.

Marsh, P.D. and P.W. Basham, "Discrimination Between Earthquakes and
Underground Explosions Employing and lmprved M, Scale," Geophys. J.R. Asir.
Soc. 28, 431458, 1972.



K. P iesty 941

Patton, Howard J. and Steven R. Taylor, Q-Strudure of the Basin and Range from Sur-
face Waves, Lawrence Livermore Laboratory, Livermore, California, UCRL-87381,
1982.

Ryall, A. and F. Ryall, "Attenuation of P and S Waves in a Magma Chamber in Long
Valley Cadera, California," Geophys. Res. Lettets, 8, 557-560, 1981a.

RyaU,A.and F. Ryall, "Spatial-Temporal Variations in Seismicity Proceding the May,
1980, Mammoth Lakes, California, Earthquakes, Quakes," Bull, Seism. Soc. Am.,
71, 27-39, 1981b.

Steeples, D.W. and H.M. Iyer, "Low-Velocity Zone Under Long Valley as Determined
From Teleseismic Events," Jour. Geophys. Res., 81. 849-860, 1976.

Tucker, B.E. and J.N. Brune (1977). "Source Mechanisms and Surface-Wave Excita-
tion for Aftershocks of the San Fernando Earthquake, Ven," ]. Geophys. J.R. Astr.
Soc. 49, 371-426.

Wallace, T.C., Long Period Regional Body Waves, Calif. Inst. Techrology, PhD Disser-
tation, 180 pp. 1983.

Wyss, M. and J.N. Brune, "Seismic Moment, Stress and Source Dimensions for Earth-
quakes in the California-Nevada Region," J. Geophys. Res., 73 4681-4694, 1968.



942

Analysis of Digital Data from Eastern U.S.
and Central Pacific

George H. Sutton and Jerry A. Carter

Summary
The capabilities of CSA, WHA, and other digital data for detection,

discrimination, and yield determinatlon of regional and teleseismic events
are being found.

The objectives of this research are to determine the utility of short-
period (less than about 3 sec) oceanic and continental guided waves and
body waves in resolving depth and of short-period spectra for discrimina-
tion and yield determination. The research primarily has involved analysis
of digital data from the Wake Island ocean bottom hydrophone array
(WHA) and from the Catskill Seismic Array (CSA). Presently, we also
are using data archived at CSS from RSTN stations and other stations
of the GDSN. In this report, we shall summarize some results using WHA
and CSA data and their comparison with synthetic data.

The WHA broadband digital recording system is producing unique
seismic data continuously from an oceanic environment. It happens to
be at a favorable distance for the reception of teleseismic P waves from
known nuclear explosion test sites. In addition, it is a very quiet location
for frequen.'es above about 2.5 Hz (McCreery et al., 1983). In the
McCreery et al. paper, we presented and compared spectra of nuclear
explosions, shallow earthquakes and background noise as recorded at
WHA. Significant differences were found between the spectra of P phases
from explosions and shallow focus earthquakes of similar magnitude at
61-71' distance.

Figure 1 illustrates spectral ratios for explosions at NTS, Tuamnotus,
and Eastern Kazakh recorded at WHA. The events are of similar
magnitude and, as mentioned earlier, similar distance (Table 1). Also
shown in Fig. 1 is a seismogram and its spectrogram from the Eastern
Kazakh event. Note that the signal is well above background at 10 Hz,
the limit of the figure. The record shown includes the direct P and the
first water surface reflection of P, PsP1. Although the amplitude of the
first cycle and a half is greater than three times the following coda, the
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Table I. Explosion source data.

Location Date mb Distance to WHA

Eastern Kazakh 8/4/79 6.1 730
Tu;!motu 7/25/79 6.0 68"
NTS 9/6/79 5.8 680

signal remains well above background to beyond PsP2 and a time inter-
val of 20 sec, including P through PsP2, was used to produce the spec-
tral ratios.

The spectral ratios EK-TU and EK-NTS (dB) increase fairly regularly
from 0.6 to 2.8 Hz; the EK-NTS ratio being the greater with more than
20 dB increase. Above 3.4 Hz the ratios both generally decrease with
frequency until cut off by noise at 4.0 and 5.6 Hz for NTS and TU,
respectively.

Fig. 1. Upper: Spectral 12
ratios (dB differences) of P 12
arrivals among Eastern
Kazakh (El), Tuamotu (TU), /
and NTS explosions (listed in
Table I) recorded at WHA. M
Spectra are for 20 sec of data ' 0
including P through Ps2. * EK-TU
Points are from averages of -6- & EK-NTS
8 spectral estimates. Arrows , TU-NTS
indicate minimum or max-
imum values where one of -12
the arrivals is less than 3 dB
above noise. Lower: Spec- 0.7 1.0 1.5 2.0 2.5 3.0 4.0 5.0
trogram of P and P,P1 from Frequency Hz
the Eastern Kazakh event
uncorrected for instrument ilk
response (designed to flatten
background spectrum) 6 dB 10
contour interval. Note that
signal maxima are well
above background at 10 Hz
with peak recorded energy -

between 2 and 3 Hz. Arrivals 5 -
and coda are above back-
ground in the interval
shown.

0 4
5 1,0 Is

Seconds

-10dB 44 dB-

_4L
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Previously reported results using explosion P-wave spectra to ob-
tain path-averaged t* as a function of frequency for paths from NTS and
three Russian sites to WHA and CSA are given in Table II.

Coherent signals across the WHA bottom array (40 kIn across) enable
reliable determination of P-wave phase velocities for earthquakes and
nuclear explosions. This is demonstrated in Figs. 2 and 3 where
seismograms and slowness (reciprocal velocity) stacks for the Eastern
Kazakh explosion and a deep Philippine Islands earthquake, mb = 5.1
are shown. The slowness stacks are produced by delay-sum of the
array elements at each value of slowness. (Traces are at equal intervals
of slowness). The phase velocities are clearly resolved and agree with
expected values for the given epicentral distances. Figure 3 also
demonstrates the high correlation between P and PsP1.

Spectral characteristics of high-frequency oceanic guided waves P,
and S, are discussed in Walker e- al., 1983. Most of this work has been
presented at earlier AFOSR/DARPA briefings. Efforts continue on the
problems of determining Q(f) of the oceanic lithosphere using these
waves.

Most of the regional earthquakes from the eastern United States
recorded on the Catskill Seismic Array (CSA) have been analyzed to some
extent including frequency and polarization filtering, beam forming, and
slowness stacking and the generation of various spectra.

Array processing and polarization filtering improve signal to noise
ratio, sharpen signal onsets, and help in arrival identification. Suppres-
sion (or identification) of laterally refracted and scattered arrivals (or
ar-rivals from different events) facilitates the comparison of data with syn-
thetic seismograms as most practically useful programs for synthetics
assume lateral homogeneity.

Table 11. t*(f) for explosion P waves to CSA and WHA (t* = t/Q).

t*

Path Distance t (sec) mb 1 Hz 5 Hz 10 Hz

NZ-CSA 600 611 5.8 .49 .33 .24
NZ-WHA 770 716 5.8 .65 .42 .29
EK-CSA 850 759 6.1 .69 .45 .31
WS-WHA 770 716 4.5 .72 ± .48 + .29 +

EK-WHA 730 693 6.1 .82 .48 .32

NTS-AIHA 680 663 5.8 1.02 .53 .33
NTS-CSA 330 399 5.6 1.60 .67 .40 +
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Fig. 2. East Kazakh explo. Phones
sion, ml = 5.7, recorded at B .
WHA, A - 73.00, 0 = 11

317.7*. Seismogranih and
velocity stack from Phones 83
B1, B3, B4, and B6, filtered
1-5 Hz bandpass. Arrows in- B4
dtcate arrival phase velocity. B4
Second and third arrivals are
ocean surface reflection and B6 -
its multiple. Note high
coherence of P and surface 1
reflection across 40 km 0 15 *0
array. Seconds

Velocity Stack

0

0 5 10 15
Seconds

Analysis of the P wave from a Long Island Sound earthquake recorded
at CSA (A - 1.4', tmb = 3.5) is shown in Fig. 4. The wave type, direc-
tion of approach, apparent augle of incidence, and phase slowness are
obtained using three diffrent procedures. Methods A and B use three-
component data at a single station and Method C uses a single compo-
nent of motion at three stations. The angle determinations in the instan-
taneous polarizat-on method, A, are unstable when the particle motion
passes ti,rough zero. This filtability is avoided in the adaptive method,
B, which uses the angles giving zero cross-covariance at zero lag, in a
moving time window, between orthogonai horizontal components and
between vertical and (adaptive) radial components as esthmates of azimuth
and angle of incidence, respectively, Beam forming, C, uses the lags of
the maxima of the three cross-correlations among the three elements
of CSA to obtain azimuth, slowness, ind an error term. (Only two lags
are needed for slowness and 0; the three lags should sum to zero).

The "whole" seikmogram synthesis program of Harvey, 1981, has
been used (on CSS computers) for generation of synthetic seismograms.
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Fig. 3. Mindanao, P1 earth- (a)
quake, mb = 5.1, H = 601
km recorded at WHA, A = Phone
43.8, 0 = 257.1'. (a) Seis- 14
mogram from phone B4 and
velocity stack of phone~s B1, 10 . . .
B3, B4, and B6. Fil. 1-6
Hz bandpass. Arrows in-
dicate arrival phase _________

velocities. Second and third 220arrivals are ocean surface r
reflection and its multiple. -
(b) Delayed difference of P
and first surface reflection, .
unfiltered.

0 5 10 15
Seconds

(b)

P minus
surface --
reflection

P

Surface
reflection

| I I '

0 5
Seconds

The two velocity/attenuation models in Fig. 5 have been used at RAI
for eastern United States source and propagation studies. They produce
quite difference synthetic seismograms and the Pulli model appears to
be a better fit to the observational data. Both models exhibit strong depth
dependence, both in specific arrivals, such as surface reflected "depth"
phases, and in the general character of the "whole" seismogram. This
latter point is strongly exhibited in the difference in seismograms and
spectrums between 0 and 5 km depth for explosion sources (Fig. 6). For
small events, the P waves at regional and teleseismic distances recorded
with high quality digital instruments do not have adequate signal to noise
ratios for detailed analysis of the compressional arrivals and more reliance
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" (a) {b}

R F,

A

RZ 1

0 5 10 0 5

Fig. 4. Long Island Sot-id I'
wave recorded at CSA. (al,
instantaneous polarization R
filtering; (b), adaptive
polarization fitterag; (., Sowness
tripartite beam-forming.
Trace identifications: Z = .
vertical; R and T = horizon.
tal radial and transverse to
great circle path; A = Error
(Z2 +R 2 +T 2)'; 0 = particle
azimuth; I = apparent angle
of incidence; RZ = product of 0 5 10
R and Z traces; JRZ = in- Seconds
tegral of the trace above.

Eastern U.S. Crustai Moult

Bache P4lti
vp, Q v8  Q, vp Q, v, ,

Depth Depth -- _____.

6.1 250 3.3 125 6.0 1000 35 50
-10- -10- ___

6.6 250 3.6 125 6.4 3000

3.9 1000
-20- -20- .... .

6.6 2000 3.6 1000 4.0 2500
-30- -30- 7.0 5000

-40- 8.1 2000 4.5 1000 -40-
4.0- 2540--

8.2 5000 4 2500

Fig. 5. Velocity/attenuaton models usedi for generation of synthetic
seismograms: Peche, Ct a], I98u, Citi:'ain v. -l., 1983 (Fdli).
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Fig. 6. Synthetic seismo- (a)
grams and spectra for explo- H (kin)
sion source at different
depths, Pulli model, ai = 0
300k, 0-5 H bandPa.. (a)
Seismograms (note that late
arrival for H 0 is~ -lipped); ~ ~ Ii 1

9

(ii) pectr of.SL..

0 30 60
Seconds

(b)

Amplitude Spectrum (re
units per root Hz)

100

80-

60 -

4 0 -- H- °;n
20-

--- 7

0 1., ,

0.1 1 5
Frequency (Hz)

must be placed on analyses of the "whole" seismogram, since signal
to noise is much greater for later phases.

The entire 1-5 Hz record from the Long Island Sound earthquake
and a smaller Rhode Island earthquake are compared with synthetics in
Fig. 7. Using the details of the P and S arrivals, focal depth can be
estimated to about ± 0.5 kin. Of course, the depth determination is model-
dependent and misidentification of phases can lead to unreliable results.

The analysis techniques mentioned above; beamforming, instan-
taneous and adaptive polarization filtering, and slowness stacking were
developed for use at CSS and are being implemented on the SUN com-
puter. Programs already in use on the SUN include spectral analysis,
spectrogram (frequency versus time venus dB), and waveform operations

-- --!- - - -
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Fig. 7. Comparison of data (a)
with synthetic ground mo-
tion: (a) frorr the Long Island Z
Sound earthquake; (b) from a Data 4--- ... t
Rhode Island earthquake
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(addition, subtraction, multiplication, or division of waveforms) and take
full advantage of the available interactive graphics. Data transfer between
"seismo" at CSS and "raisun" at RAI through the leased phone line
is routine and even large files are easily transferred overnight. Large,
computer-intensive programs such as synthetic seismograms are run
directly on seismo at CSS.
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Conclusions and Recommendations
An array of bottom hydrophones is an excellent receiver for short-

period components of teleseismic P waves, and oceanic guided waves
P, and S.. The unique WHA data are being used to study attenuation
as a function of frequency needed for better estimation of yield, and the
short-period characteristics of explosion and earthquake signals that are
useful in discrimination. Further research along these lines should be
rewarding.

Preprocessing of high-quality short-period (< 3 sec) digital data to
reduce effects of scattering and lateral refraction facilities comparison
with synthetics in an attempt to improve depth determination of shallow
events from one or a few regional stations. Use of the "whole"
seismogram is necessary for smaller events whose early arrivals are not
well recorded. More comparisons between processed data and synthetics
are needed to establish optimum procedures and their reliability and
accuracy.

Data transfer and computation between CSS and RAI through the
leased phone line to CSS and on the SUN computer at RAI are working
well and improving.

References
Bache, T.C., Hj. Swanger, and B. Shkoller, 1980, Synthesis of L, in Eastern United

States Crustal Models with Frequency Independent Q, Semi-Annual Technical Report
to DARPA, Systems, Science, and Software, SSS-R-81-4668, 114p., La Jolla, California.

Curtin, P.L., J3. Pulli and C.B. Godkin, 1983, "A New Crustal Model for Central New
England - Implications for Hypocentra Calculations and Fault Plane Solutions,"
Presented at the 55th Annual Meeting of the Seismological Society of America Eastern
Section, September 1983 (Abstract).

Harvey, D., 1981, "Seismogram Synthetics Using Normal Mode Superposition: The
Locked Mode Approximation Method," Geophys. J. Roy. Astron. Soc. 66, 37-39.

McCreery, CS., D.A. Walker, and G.H. Sutton, 1983, "Spectra of Nuclear Explosions,
Earthquakes, and Noise from Wake Island Bottom Hydrophones," Geophys. Res. Let.,
10, no. 1., 59-62.

Walker, D.A., C.S. McCreery, and G.H. Sutton, 1983, "Spectral Characteristics of High-
Frequency P, S. Phases in the Western Pacific," J. Geophys. Res., 88, 4289-4298.

... .. . ... . . . .W . . . . . . . . . .. . , ... L _ . = .. . ... . m



951

Tools for Seismic Data Analysis and
Management for Research and
International Data Exchange

Ann U. Kerr

DARPA has initiated a program to develop a number of tools for more
effective analysis and management of seismic data. This development
program is motivated by two basic needs: the support of geophysical
research for the development and testing of new signal processing tech-
niques appropriate to the emergence of high quality digital data and the
development of capability to participate in future treaty agreements on
international seismic data exchange such as those currently under discus-
sion by the Ad Hoc Group of Scientific Experts of the Conference on
Disarmament. The needs differ in that research support requires a test
bed for unproven research ideas for automated and interactive analysis
while treaty support requires standardized methods for signal detection,
event association and location. Neither can be supported without effi-
cient methods for acquisition, processing, management, storage and
distribution of large volumes of diverse seismic data.

Center for Seismic Studies
A prototype test bed is being developed to incorporate the tools

required to support both geophysical research and international data ex-
change for treaty support. It is housed in the recently established DARPA
Center for Seismic Studies which includes a resident research and opera-
tions staff and provision for visiting scientists. To date, scientists from
several U.S. agencies and universities as well as research institutions
in Germany, Norway and Sweden have resided at the Center as visiting
scientists.

United Nations International
Data Exchange Experiment

In 1985, the Conference on Disarmament Group. of Scientific Ex-
perts sponsored a United Nations International Data Exchange Experi-
ment to test some of the procedures being developed by the Group to
support international data exchange anticipated under a future nuclear
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test ban treaty. The United States participated in this experiment by suc-
cessfully operating a prototype National and International Datacenter
developed and located at the Center for Seismic Studies. Almost forty
countries participated and contributed data from over 75 seismic stations.
Data from six U.S. stations was collected and prepared for exchange.
The processing involved the automatic and interactive analysis of
waveforms needed to measure detection and other parameters.

As part of this experiment, Sweden and Moscow also operated In-
ternational Data Centers which collected and rapidly processed all par-
ticipant data. Daily lists of events with associated identification parameters
were distributed to all the participant countries. This first practical test
of a possible global data collection and exchange system was overall very
successful. It also provided new insight into some of the potential pro-
blems in an operational data exchange environment.

Data Management Problem
The data management requirements for research and treaty monitor-

ing can be sized in terms of the type of global network proposed for a
Comprehensive Test Ban Treaty to achieve a worldwide detection
threshold of about mb 4.0: about 50 high-quality stations and small ar-
rays. Modem three-component digital stations generate about 2,400 bits
of data per second and arrays generate about 30,000 bits per second.
This 50-station network would generate about 5,000 detections per day
assuming about 100 detections per station. The collection and process-
ing of this data would be a major task for an International Data Center
and would probably result in a global bulletin containing about 10 to 20
events of mb 4 or greater. In addition, a large number of the reported
signals would be unassociated to events in the bulletin, as was the ex-
perience in the UN experiment.

Better techniques for automatically collecting and processing the
volume of data anticipated from a global exchange are needed to minimize
the task of the national and international datacenters. Further realiza-
tion of the potential of digital seismic data requires the development of
algorithims to automatically process this volume of data to detect signals,
measure signal parameters, identify phases and associate signals to events.
Human judgement is required for complete processing of the data which
requires development of responsive high resolution graphical analysis.
A centralized data facility solves the problem of efficient collection,
organization and provision of data in a uniform format to numerous
researchers and treaty participants, if combined with effective remote
access. These problems are all being addressed in the research program,
primarily at the Center for Seismic Studies.
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DARPA Scientific Workstation
An important new tool was developed to faciliate remote access to

the data archive at the Center and to provide scientific workstation capab
ty local to the various research institutions. A small computer system
incorporating recent advances in microprocessor technology has been
developed which incorporates large memory, standard magnetic tape and
large capacity disc. It is fully compatible with the Center software and
allows researchers to access the computing and data resources at the
Center to create and extract specialized data sets. While still under
development, it is being used by many of the researchers in the pro-
gram and by research institutions in four other countries.

During the data exchange experiment it supported all the functions
of the U.S. National Datacenter and is serving as a model for many coun-
tries in their development of similiar capability. The workstation is ex-
pandable to accommodate multiple processors and other peripherals such
as laser printers, optical disc and small satellite data receivers. Under
a joint program with Australia, a version of the workstation is being
developed to serve all the functions of a seismic station processor. It
is being developed and tested to acquire analog data from the seismic
array at Alice Springs, digitize, filter, bearnform the data and detect, in
realtime. Upon completion of the program, the workstation system design
and software will be widely available and be a valuable resource to the
seismological community as a prototype for many data collection and pro-
cessing applications. The major contribution will be in the software com-
patibility and the informal network of researchers that has developed and
will be able to exchange data and software with standard tools.
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